@ Artificial Neural Networks
@ Connection Topologies
@ Learning Principles

Linear Layered Networks
© Linear Feed-Forward Networks

© What can they Compute?
@ Hebbs Learning Hypothesis

Orjan Ekeberg Brain Modeling and Machine Learning Orjan Ekeberg Brain Modeling and Machine Learning

Artificial Neural Networks - o . Artificial Neural Networks . .
Connection Topologies Connection Topologies

Learning Principles Learning Principles

Connection Topologies

@ Artificial Neural Networks
@ Connection Topologies

@ Learning Principles Recurrent

Orjan Ekeberg Brain Modeling and Machine Learning 6rjan Ekeberg Brain Modeling and Machine Learning



Artificial Neural Networks

Connection Topologies .
L:aming ;:’rin(cil;;les"!\ - Linear Feed-Forward Networks

Learning Principles

e Coincidence Detection ™
. |\
o Error Correction

Input

© Linear Feed-Forward Networks
e Competitive Learning
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Linear Feed-Forward Networks Linear Feed-Forward Networks

Cascaded Linear Networks

What can be computed by a linear network?
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w — Weight Vector W — Weight Matrix Let W= W;WoW;, = y=WX

Still a linear mapping
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Storing Mappings

Storing Mappings

The "program” resides in the weights Storing a mapping using Hebbs rule
How do we find the right weights?
Learning =~ Change the weights to achieve better performance X — N Ro — Vo X3 — 3

Hebbs Learning Hypothesis Hebbs rule

Simultaneous activation of two neurons Awjj = xjy;
strengthens the synaptic connection between them

. . Result
Common interpretation: -
W= E VX
yP P
Awjj = Xy p
Note! Outer Product Correlation Memory

Hebbs Learning Hypothesis
What can they Compute?

Storing Mappings

Retrieving a Memory Trace
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@ Perfect memory if the patterns X, are orthogonal
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