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Assignment 1 
Out later today 

Due at the start of class next Wednesday



Where are we?



In the first class, we talked about language as 
linguists think about it, through the lens of levels of 
linguistic abstraction. 

But we saw that when we handle raw text, all we 
have is a sequence of characters in some encoding, 
and those layers aren’t always easy to pull apart.



We’ve seen that seemingly hard tasks – like 
psychoanalysis or winning at Jeopardy! – can be 
approximated with very little language 
understanding, using regular expressions to capture 
text patterns.



We’ll continue considering how we can describe and 
process text data in deeper ways.



Most NLP tasks involve segmenting language into 
workable units… 

narratives, 

paragraphs,  

sentences,  

words,  

morphemes 

…which undergo varying degrees of normalization.



Words



What are words?



“cat”



One morning I shot an elephant in my pajamas.



One morning I shot an elephant in my pajamas.

I didn’t shoot an elephant.



One morning I shot an elephant in my pajamas.

I didn’t shoot an elephant.

Imma let you finish, but Beyoncé had one of the best 
videos of all time.
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videos of all time.
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One morning I shot an elephant in my pajamas.

I didn’t shoot an elephant.

Imma let you finish, but Beyoncé had one of the best 
videos of all time.

I do uh main- mainly business data processing.

Have a great day! :-)



When we talk about a “word”, we might mean 

an abstract vocabulary item, or 

an individual occurrence of a word.

word type

word token



To be or not to be 

6 tokens:	 [to, be, or, not, to, be] 

4 types:	 {be, not, or, to}



When we look at a corpus, it can be informative just 
to count the word types and word tokens, giving us 
a measure of vocabulary richness/variation.



pudding.cool/projects/vocabulary

https://pudding.cool/projects/vocabulary/index.html
https://pudding.cool/projects/vocabulary/index.html


I dumbed down for my audience to double my dollars. 
They criticized me for it, yet they all yell “holla”. 
If skills sold, truth be told, I’d probably be 
Lyrically Talib Kweli. 
Truthfully, I wanna rhyme like Common Sense, 
But I did five mil.; I ain’t been rhyming like Common since. 

Jay-Z, “Moment of Clarity”, 2003

https://www.youtube.com/watch?v=sv5b1kaNdtc


https://pudding.cool/projects/vocabulary/index.html


https://pudding.cool/projects/vocabulary/index.html


https://pudding.cool/projects/vocabulary/index.html


Separating words



Tokenization is splitting a text into the word tokens 
we want to process.



Why can’t we just use white space to tokenize a 
text? 



That old bell, presage of a train, had just sounded 
through Oxford station; and the undergraduates who 
were waiting there, gay figures in tweed or flannel, 
moved to the margin of the platform and gazed idly 
up the line. 
Max Beerbohm, Zuleika Dobson, 1911



That old bell, presage of a train, had just sounded 
through Oxford station; and the undergraduates who 
were waiting there, gay figures in tweed or flannel, 
moved to the margin of the platform and gazed idly 
up the line. 
Max Beerbohm, Zuleika Dobson, 1911



In a sample of 100 books from Project Gutenberg, 
we find these tokens when we split on white space:

	 889	 earth 

	 345	 earth, 

	 213	 earth. 

	 76	 earth's 

	 49	 earth; 

	 19	 earth." 

	 14	 earth? 

	 9	 earth! 

	 8	 earth: 

	 8	 earth," 

	 6	 earth" 

	  

6		 earth!" 

	5	 earth?" 

	4	 earth.' 

	3	 earth._" 

	3	 earth--he 

	3	 earth-- 

	3	 earth) 

	3	 earth!' 

	2	 earth.'" 

	2	 earth-goddess 

	2	 earth--as 

	 2	 earth--" 

	 2	 earth), 

	 1	 earth?' 

	 1	 earth;_ 

	 1	 earth;" 

	 1	 earth:-- 

	 1	 earth._ 

	 1	 earth.[5] 

	 1	 earth.... 

	 1	 earth.--Thou 

	 1	 earth."--The 

	 	 …



Can we just strip out all punctuation?



Punctuation can be helpful: 

It can mark boundaries for sentences, clauses, 
parentheticals, asides. 

Some punctuation has illocutionary force, like 
exclamation points and question marks. 

Emoticons are strong signals of sentiment



Exercise: Write a regular expression to tokenize 
English and then count each token.



tinyurl.com/2025-09-10-starter

https://tinyurl.com/2025-09-10-starter


But, English is an easy one! 

What if you don’t have spaces and punctuation to 
help you?



Vergilius Augusteus







姚明进入总决赛 

姚明	 进入	 总决赛 
Yao Ming	 reaches	 finals 

姚	 明	 进入	 总	 决赛 
Yao	 Ming	 reaches	 overall	 finals 

姚	 明	 进	 入	 总	 决	 赛 
Yao	 Ming	 enter	 enter	 overall	 decision	 game



Tokenization’s hard, and the correct behavior 
depends on what we want to treat as a token.



Consider how to handle clitics. 

We can leave them alone: 
Can’t → Can’t 

We can separate them: 
Can’t → Can ’t 

Can’t → Ca n’t 

We can expand them: 
Can’t → Can not



What are the dangers of simple tokenization?  

Why not leave words like can’t alone?



This doesn’t mean we always split distinct units. 

German compound nouns like 
Lebensversicherungsgesellschaftsangestellter 

“life insurance company employee” 

are traditionally treated as individual tokens.



Subword tokenization



Subword tokenization approaches like byte pair 
encoding are typically bottom-up algorithms – they 
use the data to learn what the tokens should be!



Corpus
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Corpus
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Let the vocabulary be the set of all individual 
characters: {A, B, C, D, …, a, b, c, d, …} 

Repeat k times: 
Choose the two symbols that are most frequently adjacent in the 
training corpus (say, A, B) 

Add a new merged symbol AB to the vocabulary 

Replace every adjacent A B in the corpus with AB. 

Return the vocabulary.



Since most subword algorithms are run inside the 
initial space-separated tokens, we commonly add a 
special end-of-word symbol _ before spaces in the 
training corpus.



Consider this – somewhat repetitious – corpus: 

low low low low low lowest lowest newer newer 
newer newer newer newer wider wider wider new 
new 

Adding end-of-word tokens results in this initial 
vocabulary: 

_, d, e, i, l, n, o, r, s, t, w 



5	 l o w _ 
2	 l o w e s t _ 
6	 n e w e r _ 
3	 w i d e r _ 
2	 n e w _

_, d, e, i, l, n, o, r, s, t, wVocabulary:Corpus:



5	 l o w _ 
2	 l o w e s t _ 
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_, d, e, i, l, n, o, r, s, t, w

Merge e r to er

Vocabulary:Corpus:
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2	 n e w _

_, d, e, i, l, n, o, r, s, t, w

Merge e r to er

Vocabulary:

5	 l o w _ 
2	 l o w e s t _ 
6	 n e w er _ 
3	 w i d er _ 
2	 n e w _

_, d, e, i, l, n, o, r, s, t, w, 
er

Vocabulary:Corpus:

Corpus:
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er

Merge er _ to er_
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5	 l o w _ 
2	 l o w e s t _ 
6	 n e w er_ 
3	 w i d er_ 
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5	 l o w _ 
2	 l o w e s t _ 
6	 n e w er_ 
3	 w i d er_ 
2	 n e w _

_, d, e, i, l, n, o, r, s, t, w, 
er, er_

Merge n e to ne

Vocabulary:

5	 l o w _ 
2	 l o w e s t _ 
6	 ne w er_ 
3	 w i d er_ 
2	 ne w _

_, d, e, i, l, n, o, r, s, t, w, 
er, er_, ne

Vocabulary:Corpus:

Corpus:



Merge	 Vocabulary 

(ne, w)	 _, d, e, i, l, n, o, r, s, t, w,  
	 er, er_, ne, new 

(l, o)	 _, d, e, i, l, n, o, r, s, t, w,  
	 er, er_, ne, new, lo 

(lo, w)	 _, d, e, i, l, n, o, r, s, t, w,  
	 er, er_, ne, new, lo, low 

(new, er_)	 _, d, e, i, l, n, o, r, s, t, w,  
	 er, er_, ne, new, lo, low, newer_ 

(low, _)	 _, d, e, i, l, n, o, r, s, t, w,  
	 er, er_, ne, new, lo, low, newer_, low_



Token learner
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Token 
segmenter

Vocabulary

String to tokenize

Tokens!

un 
friendly 
person 
's 
...

my cat's 
friendly

my cat 's 
friend ly



After training BPE on a corpus of data, we can now 
run it on new data, applying each merge learned 
from the training data, greedily in the order we 
learned them. 

So, merge every e r to er, then merge er _ to er_, etc. 

Result: 
If we see n e w e r _, it will be tokenized as a full word. 

If we see l o w e r _, it will be tokenized as two tokens: low 
er_.



The tokens found by BPE usually include frequent 
words and frequent subwords. 

Many of these subwords are morphemes – the 
smallest meaning-bearing units of a language, e.g., 
un-, -er, -est.



Radford et al., 2019

http://static.cs.brown.edu/courses/cs146/assets/papers/language_models_are_unsupervised_multitask_learners.pdf


This is the basic approach that’s used by systems like 
ChatGPT. 

Try it out: platform.openai.com/tokenizer

https://platform.openai.com/tokenizer


Normalizing words



What does case folding 
get us?  

What do we lose?

Vassar

VASSAR

VaSsAr

vassar
vassar



organizes 

organized 

organizing



organizes 

organized 

organizing

organ
stemming



organizes 

organized 

organizing

organize
lemmatizing



the boy’s cars are different colors  
→ the boy car be different color 

He is reading detective stories 
→ he be read detective story



Why might we prefer lemmatization to stemming? 



What does lemmatizing get us? 

What do we lose?



Beyond tokens



In addition to splitting a text into tokens, we can 
think about finding other boundaries, like separating 
sentences. You’ll get a chance to try this on 
Assignment 1!



Whenever we’re making decisions about text, like 
identifying words or identifying sentence boundaries, 
we need to think about evaluation.



Error types

Program thinks it’s 
a sentence 
boundary

Program thinks it 
isn’t a sentence 
boundary

Actually a sentence 
boundary

Not actually a sentence 
boundary

True positive False positive

True negativeFalse negative



In NLP, we’re always dealing with these kinds of 
errors. 

Reducing the error rate for an application often 
involves two antagonistic efforts: 

Increasing accuracy or precision (minimizing false positives) 

Increasing coverage or recall (minimizing false negatives)
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