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In the n-gram or text classification methods we’ve 
seen so far, words are just strings – that’s not very 
satisfactory!



What do words mean?



What do we want from a theory of word meaning? 

We can get some ideas from lexical semantics – the 
linguistic study of word meaning.





Lemma



Lemma

Senses
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Relations between word senses

Synonymy

big / large 

oculist / eye-doctor 

car / automobile 

water / H2O 

draft / draught

Would you use H2O in a surfing guide?

my big sister ≠ my large sister



[I do not believe that there is a synonymous word 
in any language]

http://visualiseur.bnf.fr/Visualiseur?Destination=Gallica&O=NUMM-50626
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Relations between word senses

Synonymy

big / large 

oculist / eye-doctor 

car / automobile 

water / H2O 

draft / draught

Antonymy

yes / no 

dark / light 

hot / cold 

up / down 

happy / sad

Similarity

cat / dog 

cardiologist / 
pulmonologist 

car / bus 

sheep / goat 

glass / mug

Association

coffee / cup 

waiter / menu 

farm / cow 

house / roof 

theater / actor



Semantic field

Words that 
cover a particular semantic domain 

bear structured relations with each other 

Examples: 
hospitals	 surgeon, scalpel, nurse, anesthetic, hospital 

restaurants	 waiter, menu, plate, food, chef 

houses	 door, roof, kitchen, family, bed



We can also think about aspects of meaning that 
have to do with a single lemma, e.g., the positive or 
negative connotation of words. 

copy 
replica 
reproduction

fake 
knockoff 
forgery

positive negative



Can we build a representation of these kinds of 
word meanings?



Vector semantics



If you haven’t heard the word before, how could you 
learn what pawpaw means?



The New York Times, 
19 November 1922

https://timesmachine.nytimes.com/timesmachine/1922/11/19/issue.html
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The New York Times, 
21 April 1942
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The New York Times, 
21 April 1942

https://timesmachine.nytimes.com/timesmachine/1942/04/21/issue.html


The New York Times, 
19 October 2020

https://www.nytimes.com/2020/10/19/dining/how-to-grow-pawpaw.html


The New York Times, 
19 October 2020

https://www.nytimes.com/2020/10/19/dining/how-to-grow-pawpaw.html




The New York Times, 
19 October 2020

This sounds like another sense – the tree rather than the fruit.

https://www.nytimes.com/2020/10/19/dining/pawpaw-climate-change.html


“You shall know a word by the company it keeps!” 
J. R. Firth, 1957

Cambridge

https://www.cambridge.org/core/journals/bulletin-of-the-school-of-oriental-and-african-studies/article/john-rupert-firth/D926AFCBF99AD17D5C7A7A9C0558DFDC


https://twitter.com/amandalynneP/status/1448862203357003777#m


What words can appear in 
these contexts?

Word 1 
 drown, bathroom, 
shower, fill, fall, lie, 
electrocute, toilet, 
whirlpool, iron, gin

Word 2 
 eat, fall, pick, slice, 
peel, lie, tree, throw, 
fruit, pie, bite, crab, 

grate

Word 3 
 advocate, overthrow, 

establish, citizen, ideal, 
representative, 

dictatorship, campaign, 
bastion, freedom

Word 4 
 spend, enjoy, 

remember, last, pass, 
end, die, happen, 
brighten, relive



What words can appear in 
these contexts?

bathtub 
 drown, bathroom, 
shower, fill, fall, lie, 
electrocute, toilet, 
whirlpool, iron, gin

Word 2 
 eat, fall, pick, slice, 
peel, lie, tree, throw, 
fruit, pie, bite, crab, 

grate

Word 3 
 advocate, overthrow, 

establish, citizen, ideal, 
representative, 

dictatorship, campaign, 
bastion, freedom

Word 4 
 spend, enjoy, 

remember, last, pass, 
end, die, happen, 
brighten, relive



What words can appear in 
these contexts?

bathtub 
 drown, bathroom, 
shower, fill, fall, lie, 
electrocute, toilet, 
whirlpool, iron, gin

apple 
 eat, fall, pick, slice, 
peel, lie, tree, throw, 
fruit, pie, bite, crab, 

grate

Word 3 
 advocate, overthrow, 

establish, citizen, ideal, 
representative, 

dictatorship, campaign, 
bastion, freedom

Word 4 
 spend, enjoy, 

remember, last, pass, 
end, die, happen, 
brighten, relive



What words can appear in 
these contexts?

bathtub 
 drown, bathroom, 
shower, fill, fall, lie, 
electrocute, toilet, 
whirlpool, iron, gin

apple 
 eat, fall, pick, slice, 
peel, lie, tree, throw, 
fruit, pie, bite, crab, 

grate

democracy 
 advocate, overthrow, 

establish, citizen, ideal, 
representative, 

dictatorship, campaign, 
bastion, freedom

Word 4 
 spend, enjoy, 

remember, last, pass, 
end, die, happen, 
brighten, relive



What words can appear in 
these contexts?

bathtub 
 drown, bathroom, 
shower, fill, fall, lie, 
electrocute, toilet, 
whirlpool, iron, gin

apple 
 eat, fall, pick, slice, 
peel, lie, tree, throw, 
fruit, pie, bite, crab, 

grate

democracy 
 advocate, overthrow, 

establish, citizen, ideal, 
representative, 

dictatorship, campaign, 
bastion, freedom

day 
 spend, enjoy, 

remember, last, pass, 
end, die, happen, 
brighten, relive



The distributional hypothesis: Similar words appear in 
similar contexts. 

Therefore, we can measure similarity in meaning as 
similarity in contexts.



One more:
Word 5 

 eat, paint, peel, last, 
apple, fruit, juice, 
lemon, blue, grow



One more:
orange 

 eat, paint, peel, last, 
apple, fruit, juice, 
lemon, blue, grow



Vector semantics instantiates the distributional 
hypothesis by learning the representations of the 
meanings of words directly from their distributions 
in texts.



to
that

a
than

by
now

i

with is

you

’s

are

not good
dislike

incredibly bad

bad

worst
worse

incredibly good

fantastic
wonderful

very good
amazing

terrific nice
good

Vectors!
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Words used in the same context will 
cluster nearby in the same space.



The vector representations of words are called 
embeddings. 

In static embeddings, each word type has a unique embedding. 

In contextual embeddings, each word token has a unique embedding. 

This is useful for learning multiple senses. 

We’ll return to contextual embeddings when we study LLMs in a 
few weeks.



We’ll look at two kinds of static embeddings this 
week: 

Simple count embeddings, where words are represented by the counts 
of nearby words 

Word2vec, where representation is created by training a classifier to 
predict whether a word is likely to appear nearby



Count-based embeddings



Word vectors

Document–word matrix

ba
tt

le

go
od

fo
ol

w
it

A document can be represented 
as the number of times each 
word occurs in it.

As You Like It

Twelfth Night

Julius Caesar

Henry V

1 114 36 20
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Word vectors

Document–word matrix Word–document matrix

As You Like It

Twelfth Night

Julius Caesar

Henry V
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A word’s meaning can be 
represented as the documents 
it appears in!



Word vectors
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Document–word matrix Word–document matrix Word–context matrix
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As You Like It

Twelfth Night

Julius Caesar

battle

good
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witHenry V

Word vectors

A word’s meaning 
represented as the words it 
appears near!



If a corpus can be split into short documents (e.g., 
tweets or headlines), you might use the entire 
document as the context. 

Otherwise, we might choose a fixed context window 
of L tokens to either side, e.g., L = 2:

…lemon , a tablespoon of apricot jam , a pinch…
w

target
c1 c2 c3 c4



They picked up red apples that had fallen to the ground. 

Eating apples is healthy. 

She ate a red apple. 

Pick an apple.



They picked up red apples that had fallen to the ground. 

Eating apples is healthy. 

She ate a red apple. 

Pick an apple.



They picked up red apples that had fallen to the ground. 

Eating apples is healthy. 

She ate a red apple. 

Pick an apple.

a be eat fall have healthy pick red that up

apple 1 2 1 1 1 1 2 2 1 1



If we count context words in a larger corpus, we get 
counts like these: 

eat fall ripe slice peel tree throw fruit pie bite crab

apple 794 244 47 221 208 160 145 156 109 104 88



If we count context words in a larger corpus, we get 
counts like these: 
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orange 265 22 25 62 220 64 74 111 4 4 8



eat fall ripe slice peel tree throw fruit pie bite crab

apple 794 244 47 221 208 160 145 156 109 104 88

orange 265 22 25 62 220 64 74 111 4 4 8

Every context word 
becomes a dimension.fall

eat

apple

orange



Given a word–context matrix, we can use each row 
as an embedding. 

These embeddings are sparse, meaning they have a 
lot of zeros (when the word in the row never co-
occurs with the word in the column).



What does this get us?

For tasks like sentiment analysis, 
using words, we require the same word to be in training and test; 

using embeddings, it’s ok if similar words occurred!



Computing word similarity



Words used in the same context will 
cluster nearby in the same space.

to
that

a
than

by
now

i

with is

you

’s

are

not good
dislike

incredibly bad

bad

worst
worse

incredibly good

fantastic
wonderful

very good
amazing

terrific nice
good



The dot product between two vectors 

	  

is a scalar that can be a useful similarity metric.

v ⋅ w =
N

∑
i=1

viwi = v1w1 + v2w2 + ⋯vNwN



Problem: The longer the vectors are, the higher the 
dot product is 

pomegranate

date

Higher dot product!

apple

pear



Solution: Normalize by vector length. 

	  

	

|v | = x2 + y2

v = [x, y]

For a 2-dimensional 
vector
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Solution: Normalize by vector length. 

	  

	

|v | = x2 + y2

|v | =
N

∑
i=1

v2
i

v = [x, y]

x
y

For a 2-dimensional 
vector

For an N-dimensional 
vector



Solution: Normalize by vector length. 

	  |v | =
N

∑
i=1

v2
i

cos(v, w) =
v ⋅ w

|v | |w |
=

∑N
i=1 viwi

∑N
i=1 v2

i ∑N
i−=1 w2

i



Solution: Normalize by vector length. 

	  |v | =
N

∑
i=1

v2
i

cos(v, w) =
v ⋅ w

|v | |w |
=

∑N
i=1 viwi

∑N
i=1 v2

i ∑N
i−=1 w2

i

Surprise! It’s just the cosine of the angle between the vectors!



Cosine as a similarity metric

−1: Vectors point in opposite directions 

+1: Vectors point the same direction 

	 0: Vectors are orthogonal

But since raw frequency values are non-negative, the 
cosine for term–term matrix vectors ranges from 0–1.



Cosine as a similarity metric

data

la
rg

e

informationapricot

digital

1 2 3 4 5 6 7

1

2

3



What now?



Every modern NLP algorithm uses embeddings as 
the representation of word meaning. 

But rather than simple count embeddings, which 
give us sparse vectors, they usually use embeddings 
learned with a classifier, which give us dense vectors. 

We’ll see the most popular technique for this – 
Word2vec – next class! 
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