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Lexical semantics is the study of how words carry 
meaning.



The distributional hypothesis is that the meaning of a 
word (or phrase) can be derived from the contexts 
it occurs in.



In vector semantics, we represent the meaning of a 
word as a vector – a point in a multi-dimensional 
space – that’s learned from the contexts we observe 
the word in.
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Last class, we saw a way to learn a vector semantics 
model: Count how many times each token occurs 
near it (within some fixed-size window of tokens): 

Each row is an embedding.

eat fall ripe slice peel tree throw fruit pie bite crab

apple 794 244 47 221 208 160 145 156 109 104 88

orange 265 22 25 62 220 64 74 111 4 4 8



These simple count embeddings are: 

long: there are many, many dimensions – one for 
every word in the vocabulary 

sparse: mostly zeros because most words do not 
co-occur



In practice, short dense vectors perform better: 

Short vectors are easier to use as features in 
machine learning – fewer weights to tune! 

Dense vectors generalize better than explicit 
counts – and they may do better at capturing 
synonymy. 

The words car and automobile are synonyms, but in the vectors 
we considered last class they’d be distinct dimensions. 

A word with car as a neighbor and a word with automobile as a 
neighbor are probably similar, but the embedding wouldn’t 
capture that.



Word2vec:  
Skip-gram negative sampling (SGNS)



IDEA: Instead of counting how often each word c 
occurs near, say, apricot, we’ll instead train a 
classifier on a binary prediction task: 

	 “Is word c likely to show up near apricot?”

The weights the 
classifier learns are 
our embeddings!



…  lemon  ,  a  tablespoon  of  apricot  jam  ,  a  pinch  …

Target word



…  lemon  ,  a  tablespoon  of  apricot  jam  ,  a  pinch  …

Target word in corpus



…  lemon  ,  a  tablespoon  of  apricot  jam  ,  a  pinch  …

w

Context window of ± 2 tokens

c2c1 c3 c4



…  lemon  ,  a  tablespoon  of  apricot  jam  ,  a  pinch  …

wc2c1 c3

apricot → {tablespoon, of, jam, ,}

c4

Set of context words



apricot → {tablespoon, of, jam, ,}

wapricot

wtablespoon

wapricot wtablespoon

cneg k

cneg



apricot → {tablespoon, of, jam, ,}

wapricot

wtablespoon

wapricot wtablespoon

Algorithm goal: Context embeddings closer 
to target embeddings than embeddings of 
randomly sampled words

cneg k

cneg



…  lemon  ,  a  tablespoon  of  apricot  jam  ,  a  pinch  …

wc2c1 c3 c4

GOAL: Train a classifier that is given a pair of tokens 
(w, c), e.g., (apricot, jam) or (apricot, aardvark) 
and assigns the probability P(+ | w, c) that c is 
actually in the context window of w.



P( + ∣ w, c) ≈ c ⋅ w
Intuition: Similar words occur together. 
The vectors for w and c are similar if 
they have a high dot product.



P( + ∣ w, c) = σ(c ⋅ w) =
1

1 + exp(−c ⋅ w)
The sigmoid squishes that dot 
product into a probability.



Simplifying (incorrect) assumption: All the context 
words are independent, so we can just multiply their 
probabilities: 

P( + ∣ w, c) = σ(c ⋅ w) =
1

1 + exp(−c ⋅ w)

P( + ∣ w, c1:L) =
L

∏
i=1

σ(ci ⋅ w) Probability of target word w 
appearing in the window c1:L



Simplifying (incorrect) assumption: All the context 
words are independent, so we can just multiply their 
probabilities: 

P( + ∣ w, c) = σ(c ⋅ w) =
1

1 + exp(−c ⋅ w)

P( + ∣ w, c1:L) =
L

∏
i=1

σ(ci ⋅ w)

log P( + ∣ w, c1:L) =
L

∑
i=1

log σ(ci ⋅ w)

Probability of target word w 
appearing in the window c1:L



Embeddings as weights 

target words

context & noise words

θ =

W

C

dimension of dense embeddings

apricot

jam   0.5  1.2  2  3  …

  1.4  -2  3   2  …

d

apricot

jam

⋮

⋮

⋮

⋮



Loss function

Maximize the similarity of the target with the actual 
context words, and minimize the similarity of the 
target with the k negative sampled non-neighbor 
words.

L = − [log[σ(w ⋅ cpos)] log[σ(−w ⋅ cneg)]]

For more than 1 negative example:

L = − [log σ(cpos ⋅ w) +
k

∑
i=1

log σ(−cnegi
⋅ w)]



As with logistic regression, we improve the 
performance using gradient descent, taking a step in 
the direction that the loss (error) slopes down – 
away from the gradient of the loss function.



We’re training a classifier, but we don’t need humans 
to label training data for us! 

We treat the words we see within the window as 
our positive examples. 

We sample other words from the corpus, which 
don’t occur in the window, as the negative 
examples. 

This approach is called self-supervision.



Which words are close in the vector space 
depends on the window size

The nearest words to Hogwarts, L = ±2: 
Sunnydale 

Evernight 

Blandings 

The nearest words to Hogwarts, L = ±5: 
Dumbledore 

half-blood 

Malfoy

Levy and Goldberg, 2014

https://aclanthology.org/P14-2050.pdf


What knowledge do embeddings 
capture?



Word relations



A 2D projection of word embeddings from GloVE, a similar model to Word2vec



A 2D projection of word embeddings from GloVE, a similar model to Word2vec



Analogies



a : b :: aa : bb 
man : king :: woman : ____? 

Find bb

Analogy task



a : b :: aa : bb 
man : king :: woman : ____? 

Find bb

Analogy task

Vector parallelogram method 

bb = b − a + aa 
Find the closest word to that point

Rumelhart and Abrahamson. 1973

http://mechanism.ucsd.edu/~adele/publications/Rumelhart-1973-A%20model%20for%20analogical%20reasonin.pdf


Mikolov et al. 2013

https://arxiv.org/pdf/1301.3781.pdf


The original analysis excluded 
morphological variants from the 
possible predictions 

Example: cherry : red :: potato : x 
x predictions are usually potato or potatoes 
instead of brown, so the former two are 
typically excluded 

Significantly worse performance 
when not excluding

Linzen 2016

https://aclanthology.org/W16-2503.pdf


Using embeddings to study culture





Train embeddings on different decades of historical text to see 
meanings shift:

Hamilton et al. 2016

The modern sense of each word and the grey context words computed from the most 
recent (modern) embedding space. Earlier points computed from embeddings trained on 
earlier historical data. 

https://aclanthology.org/P16-1141.pdf
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Garg et al. 2018

https://www.pnas.org/doi/epdf/10.1073/pnas.1720347115


Strong biases are reflected not just in historic text, 
but also in contemporary corpora like the Google 
News data that Word2vec was trained on.



Garg et al. 2018

https://www.pnas.org/doi/epdf/10.1073/pnas.1720347115


Using the analogy method on Word2vec, we find 

	 man : computer programmer :: woman : ___________

Bolukbasi et al., 2016

https://proceedings.neurips.cc/paper_files/paper/2016/file/a486cd07e4ac3d270571622f4f316ec5-Paper.pdf


Using the analogy method on Word2vec, we find 

	 man : computer programmer :: woman : homemaker

Bolukbasi et al., 2016

https://proceedings.neurips.cc/paper_files/paper/2016/file/a486cd07e4ac3d270571622f4f316ec5-Paper.pdf


Using the analogy method on Word2vec, we find 

	 man : computer programmer :: woman : homemaker

Bolukbasi et al., 2016

🤬

https://proceedings.neurips.cc/paper_files/paper/2016/file/a486cd07e4ac3d270571622f4f316ec5-Paper.pdf


There’s been significant research in recent years on 
mitigating bias in word embeddings, but it’s 
impossible to avoid these issues altogether when 
learning from naturally occurring text.
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