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Assignment

Originally due Friday midnight (rather than Wednesday)
'll extend it to Sunday

Midterm in class on Wednesday

Practice problems on Ed

Special topics presentations

Vote for what you're interested in later this week

Sign up after October Break
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Bias has seemingly become the main topic of ethics
IN NLP.

For example, we've discussed bias in word embedding models, but this
also creeps into downstream tasks like machine translation.



Female doctors don't exist, says Google Translate

Correct translations for 20 translation pairs to and from French, German, Spanish, Italian and Polish.

correct translations (female form) correct translations (male form)

How to read the chart: Out of 20 translations of a female doctor, none were correct (e.g. “die Doktorin® become ‘le
docteur®, “la dottoressa” becomes “der Doktor” etc.)

Source: AlgorithmWatch - Get the data -+ Created with Datawrapper

Kayser-Bril, 2020



https://algorithmwatch.org/en/google-translate-gender-bias/
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Kuczmarski, 2018


https://blog.google/products/translate/reducing-gender-bias-google-translate/
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https://algorithmwatch.org/en/google-translate-gender-bias/

Bias can arise

from the data itself,

from the annotations we add,

from the representations we use for the data,
from the models we learn, or

from the very design of our research.

It's almost impossible to have an unbiased system.



But bias isn't inherently bad.

Think of it like a prior probability. In the absence of more specific

knowledge, it can help us make decisions.

However, if bias overwhelms the evidence, or if it
influences prediction, it becomes problematic.
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Scoring of resume and job description using Word2vec and matching them
using Gale—Shapley algorithm

S Pudasaini, S Shakya, S Lamichhane... - Expert Clouds and ..., 2021 - Springer

... In this paper, the word2vec algorithm using CBOW model is implemented ... Word2Vec model
trained on our custom data produced highly relevant results. Google pretrained Word2Vec ...

v¢ Save 9YY Cite Cited by 17 Related articles All 4 versions 9

Research on the Application of Word2Vec-Based Job-Person Matching Methods
in Corporate Recruitment
R Pang - Proceedings of the 2024 16th International Conference ..., 2024 - dl.acm.org

... In practice, this article first vectorizes resumes and job descriptions for recruitment positions
in the form of Word2Vec embeddings. Through unsupervised learning, it identifies resumes ...

¢ Save 9YY Cite Cited by 2 Related articles 9

Evaluation of unstructured resumes using the Word2Vec model
K Martseniuk, A Deveciogullari - 2024 - ela.kpi.ua

... The primary choice for evaluating resume relevance was the Word2Vec method, which ...
of using Word2Vec compared to other methods in the context of resume analysis. Keywords...
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classification
S Nasser, C Sreejith, M Irshad - 2018 International Conference ..., 2018 - ieeexplore.ieee.org

... [5] to classify resumes. In this, words present in a sentence are embedded using Word2Vec,
... We have utilized some of the resumes files from Calpine Lab’s resume collection. It contains ...

v¢ Save DY Cite Cited by 31 Related articles %

Resume parsing based on multi-label classification using neural network models
J Liu, Y Shen, Y Zhang, S Krishnamoorthy - Proceedings of the 6th ..., 2021 - dl.acm.org

... For the word2vec, the amount of data needed is tremendous and has sparse tagging ... As
a word2vec training set, we caught teachers’ resumes from 12 provinces and cities, such as ...
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Bias in artificial intelligence is real.
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BY MELISSA LOCKER

Artificial intelligence is slowly becoming the first round of human
resources departments everywhere. To increase efficiency in the
recruitment process, an increasing number of employers are using robot
recruiters to assess resumes, screen candidates, and pair them with the
right roles within the company before passing it along—or not—for human
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A useful concept to distinguish moral gradation:

What we want the world to be vs

What it is



A coreference system that cannot resolve female
pronouns with the noun doctor is

normatively wrong — we want women to be doctors

descriptively wrong — the sentence is actually referring to a female
doctor.



Racially or gender-biased word embeddings are

normatively wrong — we don't want systems to proliferate stereotypes

but they might be descriptively correct — they reflect how societies talk
about gender and ethnicity.



How does NLP affect social justice — the equal
opportunities for individuals and groups within
soclety to

access resources,
get their voice heard, and

be represented in society?



Colloquial African-American English isn't well
represented in training data for language
identification, parsing, etc., so technologies like
translation and intelligent assistants aren't as usable
for its speakers.

See

Result: Users are forced to choose between avoiding their dialect or
missing out on technological benefits.


https://arxiv.org/pdf/1707.00061.pdf
https://arxiv.org/pdf/1707.00061.pdf

There’s a similar situation for English varieties in
India, Nigeria, the Philippines, Singapore, the
Caribbean, etc., and for regional/minority languages
in general.

Note: Regional or informal dialects of a language are generally just as

internally consistent, just as complex, and just as easy or hard to
model as the international standard forms of the language.



Wikipedia



https://en.wikipedia.org/wiki/English-speaking_world

306M
speakers


https://en.wikipedia.org/wiki/English-speaking_world



https://en.wikipedia.org/wiki/English-speaking_world



https://en.wikipedia.org/wiki/English-speaking_world

306M

speakers

{ (“7
)



https://en.wikipedia.org/wiki/English-speaking_world

306M

speakers R

Is the data we use to train our English

NLP models representative of all the
Englishes out there?
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https://en.wikipedia.org/wiki/English-speaking_world

Easy steps that help reduce problems stemming
from biased or unrepresentative data:

When writing up NLP research, be clear about:

What your data looks like, why it was collected, and what kind of
information your system learns from it.

Who (country, region, gender, native language, etc.) produced the
text and labels in your data set(s).

Any known biases in your data set(s) — including the obvious ones!

This is especially important when writing for nontechnical potential
users or clients.

See

and


https://openreview.net/forum?id=By4oPeX9f
https://openreview.net/forum?id=By4oPeX9f
https://www.fatml.org/media/documents/datasheets_for_datasets.pdf
https://www.fatml.org/media/documents/datasheets_for_datasets.pdf
https://www.fatml.org/media/documents/datasheets_for_datasets.pdf

Privacy



Another major concern in NLP is with preserving
privacy.



Privacy means nobody knows | am doing something.

Anonymity means everyone knows what | am doing,
but not that it is me.



NLP researchers started out (willfully?) ignorant of
the ramifications of how they were using online
data.

The usefulness of being able to access so much text online led to an
attitude that anything “public” was fair game.

We're living through a moment of re-evaluation of that attitude.

The ethics of the data sets we gather and what we do with them is
moving to the forefront.



Why is text from social media different from
traditional corpora like newspaper articles or pre—
20th Century novels?



Historically, “human participants” are viewed as
people the researcher interacts or intervenes with.

Professional and academic codes haven't required
ethical scrutiny to collect, store, or stuay publicly
available data.

However, with social media, many researchers are
questioning these old assumptions, partly due to
studies of users’ own attitudes.



What do users think?

Do Twitter users know their tweets might be usead
for research!?

How do they feel about potential research on their
tweets! E.g.,

|s it okay at all?
Do they want to be asked permission?

|s it okay to publish their tweets in papers?



What do users think?

found:

Most (62%) of respondents didn't know that tweets are sometimes
used for research.

Only 20% were uncomfortable with the idea in general, but this rose

to 48% if the study includes their entire Twitter history.
Other factors matter; such as:
Whether they explicitly give permission
What the study is about and who is doing it
Whether their tweets are part of a much larger dataset
Whether profile information is also used

Whether tweets are analyzed by humans or by computers


https://journals.sagepub.com/doi/10.1177/2056305118763366

What do users think?

found:

Most respondents were at least slightly concerned about use of their
tweets in research.

More concerned for commercial research than academic
80% of respondents expected to be asked for consent

90% of respondents expected their tweets would be anonymized if
published in research papers.


https://journals.sagepub.com/doi/full/10.1177/0038038517708140

User expectations vs [witter guidelines

Users seem to want anonymity if tweets quoted in
research publications.

However, lwitter guidelines explicitly state that
published tweets should be reproduced verbatim,
including the user's name and Iwitter handle.

Twitter also says users should be able to delete their
tweets, which is effectively impossible if published
non-anonymously!



Research ethics



Facebook used NLP techniques to identify the
emotional content of posts and then reduced either

the amount of positive or negative content in a
user’s feed.

Why! To check whether doing so would affect the
sentiment of what you post.



New technology like NLP can be conceived of as a
social experiment (

If we assume we are all participating in a large
experiment, we need to make sure it meets certain

criteria of responsible experimentation:

Beneficience — no harm to subjects; maximize benefits and minimize
risk
Respect for subjects’ autonomy — informed consent

Justice — benefits vs harms, protection of vulnerable subjects


https://pure.tudelft.nl/portal/files/10265757/art_10.1007_s11948_015_9724_3.pdf

Every technology has an intended use and
unintended consequences.

Nuclear power, knives, electricity can all be abused for things they

weren't originally designed to do.

Since we don't know how people will use
something, we need to be aware of this duality.



Hans Jonas,
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Consider this scenario:

One of your classmates suggests a final project topic they want to
explore — studying gendered language in the LGBTQ community.

They're very engaged in the community themselves and have access to
data (e.g., Reddit posts).

Their plan is to write a text classification tool that distinguishes
LGBTQ from heterosexual language.

What do you say?



You develop a system to automatically respond to
spammers, trying to engage them in email
conversation for as long as possible.

|s this ethical! Does this research require IRB
approval?



0900 < > | & www.aclweb.org/portal/content/acl-code-ethics ) |+ |
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Conferences 13
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e March 13, 2020 | BY webmaster
Education =
ACL adopts the ACM Code of Ethics (https://www.acm.org/code-of-ethics) in
Policies F the version adopted June 22nd, 2018, by the ACM Council. In its application to User login
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A. For every submission:

A1. Did you describe the limitations of your work?

Point out any strong assumptions and how robust your results are to violations of these
assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only held locally). Reflect on how these assumptions might be violated
in practice and what the implications would be.

Reflect on the scope of your claims, e.g., if you only tested your approach on a few datasets,
languages, or did a few runs. In general, empirical results often depend on implicit assumptions,
which should be articulated. Reflect on the factors that influence the performance of your
approach. For example, a speech-to-text system might not be able to be reliably used to provide
closed captions for online lectures because it fails to handle technical jargon.

If you analyze model biases: which definition of bias are you using? Did you state the motivation
and definition explicitly? See the discussion in Blodgett et al. (2020).

We understand that authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection. It is worth keeping in mind that a worse outcome might be if
reviewers discover limitations that aren’t acknowledged in the paper. In general, we advise authors
to use their best judgement and recognize that individual actions in favor of transparency play an
important role in developing norms that preserve the integrity of the community. Reviewers will be

specifically instructed to not penalize honesty concerning limitations.

A2. Did you discuss any potential risks of your work?

« Examples of risks include potential malicious or unintended harmful effects and uses (e.g.,

disinformation, generating fake profiles, surveillance), environmental impact (e.g., training huge
models), fairness considerations (e.g., deployment of technologies that could further disadvantage
or exclude historically disadvantaged groups), privacy considerations (e.g., a paper on model/data
stealing), and security considerations (e.g., adversarial attacks). See discussion in Leins et. al.
(2020) as examples.

Does the research contribute to overgeneralization, bias confirmation, under or overexposure of
specific languages, topics, or applications at the expense of others? See Hovy and Spruit (2016)

for examples.
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