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19 LEXICAL SEMANTICS

“When | use a word”, Humpty Dumpty said in rather a scornful
tone, “it means just what | choose it to mean — neither more nor
less”

Lewis Carroll,Alice in Wonderland

How many legs does a dog have if you call its tail a leg?
Four.
Calling a tail a leg doesn’t make it one.

Attributed to Abraham Lincoln

The previous two chapters focused on the representatioeafing representations for
entire sentences. In those discussions, we made a sinmglifgsumption by represent-
ing word meaningsis unanalyzed symbols likeaT or JOHN or RED. But representing
the meaning of a word by capitalizing it is a pretty unsatiday model. In this chapter
we introduce a richer model of the semantics of words, drgwimthe linguistic study
LexicaLsemantics  of word meaning, a field calleléxical semantics
Before we try to defin@vord meaningn the next section, we first need to be clear
on what we mean bword, since we have used the wonsbrd in many different ways
in this book.
LEXEME We can use the worlkxemeto mean a pairing of a particular form (orthographic
texcon  or phonological) with its meaning, andexiconis a finite list of lexemes. For the pur-
poses of lexical semantics, particularly for dictionaaes thesauruses, we represent a
temva  lexeme by demma. A lemma or citation form is the grammatical form that is used
cmronForM  tO represent a lexeme. This is often the base form; tdamgetis the lemma forcar-
pets The lemma or citation form fasing, sang sungis sing In many languages the
infinitive form is used as the lemma for the verb; thus in Sgladbrmir ‘to sleep’ is
the lemma for verb forms likduermesyou sleep’. The specific formsungor carpets
worDFORMS  OF Singor duermesare calledvordforms.



Chapter 19. Lexical Semantics

LEMMATIZATION

(19.1)

(19.2)

The process of mapping from a wordform to a lemma is cdiedmatization.
Lemmatization is not always deterministic, since it mayetabon the context. For
example, the wordforfoundcan map to the lemmiind (meaning ‘to locate’) or the
lemmafound(‘to create an institution’), as illustrated in the follavg WSJ examples:

He has looked at 14 baseball and football stadiumsfamald that only one — private
Dodger Stadium — brought more money into a city than it toak ou

Culturally speaking, this city has increasingly displaytsdietermination tdound the
sort of institutions that attract the esteem of Easternnites.

In addition, lemmas are part-of-speech specific; thus thelfwomtableshas two pos-
sible lemmas, the nouableand the verliable

One way to do lemmatization is via the morphological parsilggrithms of Ch. 3.
Recall that morphological parsing takes a surface formdiétsand producesat +PL.
But a lemma is not necessarily the same as the stem from thehwlogical parse. For
example, the morphological parse of the waslebrationsmight produce the stem
celebratewith the affixes-ion and-s, while the lemma focelebrationss the longer
form celebration. In general lemmas may be larger than morphological stergs, (e
New Yorkor throw up). The intuition is that we want to have a different lemma when
ever we need to have a completely different dictionary emtity its own meaning
representation; we expect to hasdebrationsandcelebrationshare an entry, since the
difference in their meanings is mainly just grammatical ot necessarily to share
one withcelebrate

In the remainder of this chapter, when we refer to the meafingheanings) of a
‘word’, we will generally be referring to a lemma rather thewordform.

Now that we have defined the locus of word meaning, we will peatto different
ways to represent this meaning. In the next section we iotedhe idea ofvord
senseas the part of a lexeme that represents word meaning. InMfimigpsections we
then describe ways of defining and representing these sessesll as introducing the
lexical semantic aspects of the events defined in Ch. 17.

19.1 WORD SENSES

(19.3)
(19.4)

SENSE
WORD SENSE

The meaning of a lemma can vary enormously given the con@osider these two
uses of the lemmaank meaning something like ‘financial institution’ and ‘slopi
mound’, respectively:

Instead, ankcan hold the investments in a custodial account in the dieaime.
But as agriculture burgeons on the daatk the river will shrink even more.

We represent some of this contextual variation by sayingtiielemmabankhas
two senses A sense(or word sensg is a discrete representation of one aspect of the
meaning of a word. Loosely following lexicographic traditi we will represent each
sense by placing a superscript on the orthographic formeofeimma as imank! and
bank?. 1

1 Confusingly, the word “lemma” is itself very ambiguous;stdlso sometimes used to mean these separate
senses, rather than the citation form of the word. You shbalgrepared to see both uses in the literature.
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HOMONYMS
HOMONYMY

(19.5)

POLYSEMY

(19.6)

METONYMY

The senses of a word might not have any particular relaticwdsn them; it may
be almost coincidental that they share an orthographic.féonexample, thénancial
institutionandsloping moundenses of bank seem relatively unrelated. In such cases
we say that the two senses d&@monyms and the relation between the senses is one
of homonymy. Thusbank?® (‘financial institution’) andbank? (‘sloping mound’) are
homonyms.

Sometimes, however, there is some semantic connectiorebatihe senses of a
word. Consider the following WSJ 'bank’ example:

While somebanksfurnish sperm only to married women, others are much less
restrictive.

Although this is clearly not a use of the ‘sloping mound’ miegrof bank it just as
clearly is not a reference to a promotional giveaway at a firsinstitution. Rather,
bankhas a whole range of uses related to repositories for vabimlsgical entities, as
in blood bankegg bankandsperm bankSo we could call this ‘biological repository’
sensebank®. Now this new sensbank® has some sort of relation teank®; both
bank! andbank? are repositories for entities that can be deposited andhtake in
bank?! the entity is money, where inank? the entity is biological.

When two senses are related semantically, we call the aakdtip between them
polysemyrather than homonymy. In many cases of polysemy the semiaaiition
between the senses is systematic and structured. For exampsider yet another
sense obank exemplified in the following sentence:

The bank is on the corner of Nassau and Witherspoon.

This sense, which we can calink*, means something like ‘the building belonging
to a financial institution’. It turns out that these two kimafssenses (an organization,
and the building associated with an organization ) occugttogr for many other words
as well gchool university hospital etc). Thus there is a systematic relationship be-
tween senses that we might represent as

BUILDING «— ORGANIZATION

This particular subtype of polysemy relation is often adtigetonymy. Metonymy
is the use of one aspect of a concept or entity to refer to @tkects of the entity, or to
the entity itself. Thus we are performing metonymy when wethe phraséhe White
Houseto refer to the administration whose office is in the White sleou

Other common examples of metonymy include the relation eetthe following
pairings of senses:

e Author (Jane Austen wrote Ema~ Works of Author (really love Jane Austgn
e Animal (The chicken was domesticated in Asia Meat (The chicken was overcooked
e Tree Plums have beautiful blossojns» Fruit (I ate a preserved plum yestergay

While it can be useful to distinguish polysemy from homonythgre is no hard
threshold for ‘how related’ two senses have to be to be censtipolysemous. Thus
the difference is really one of degree. This fact can makeiiy difficult to decide
how many senses a word has, i.e., whether to make separasgenclosely related
usages. There are various criteria for deciding that tHeritiy uses of a word should
be represented as distinct discrete senses. We might eongid senses discrete if
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(19.7)
(19.8)
(19.9)

ZEUGMA

(19.10)
(19.11)
(19.12)

HOMOPHONES

HOMOGRAPHS

(19.13)

(19.14)

they have independent truth conditions, different syittdigthavior, independent sense
relations, or exhibit antagonistic meanings.
Consider the following uses of the vesbrvefrom the WSJ corpus:

They rarelyservered meat, preferring to prepare seafood, poultry or gantsbir
He servedas U.S. ambassador to Norway in 1976 and 1977.
He might haveservedhis time, come out and led an upstanding life.

The serveof serving red meatind that ofserving timeclearly have different truth
conditions and presuppositions; therveof serve as ambassadbas the distinct sub-
categorization structurgerve as NPThese heuristic suggests that these are probably
three distinct senses sérve One practical technique for determining if two senses are
distinct is to conjoin two uses of a word in a single sentetiuis;kind of conjunction

of antagonistic readings is calledugma Consider the following ATIS examples:

Which of those flights serve breakfast?
Does Midwest Express serve Philadelphia?

?Does Midwest Express serve breakfast and Philadelphia?

We use (?) to mark example those that are semanticallyrithéal. The oddness of the
invented third example (a case of zeugma) indicates there gensible way to make
a single sense afervework for both breakfast and Philadelphia. We can use this as
evidence thaservehas two different senses in this case.

Dictionaries tend to use many fine-grained senses so as toreagubtle meaning
differences, a reasonable approach given that traditiabalof dictionaries in aiding
word learners. For computational purposes, we often d@@trthese fine distinctions
and so we may want to group or cluster the senses; we havewbleae this for some
of the examples in this chapter.

We generally reserve the wohdbmonym for two senses which share both a pro-
nunciation and an orthography. A special case of multipfeses that causes prob-
lems especially for speech recognition and spelling ctimeés homophones Homo-
phonesare senses that are linked to lemmas with the same proniomdiatt different
spellings, such asroodwould or to/twa/too. A related problem for speech synthe-
sis arehomographs(Ch. 8). Homographsare distinct senses linked to lemmas with
the same orthographic form but different pronunciationshsas these homographs of
bass

The expert angler from Dora, Mo., was fly-casting i@ssrather than the traditional
trout.

The curtain rises to the sound of angry dogs baying and omibasschords
sounding.

How can we define the meaning of a word sense? Can we just I@o#istionary?
Consider the following fragments from the definitionsight, left, red, andbloodfrom
the American Heritage DictionargMorris, 1985).
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right adj. located nearer the right hand esp. being on the right when
facing the same direction as the observer.
left adj. located nearer to this side of the body than the right.
red n. the color of blood or a ruby.
blood n. the red liquid that circulates in the heart, arteries andwvef
animals.

Note the amount of circularity in these definitions. The d&én of right makes
two direct references to itself, while the entry feft contains an implicit self-reference
in the phrase¢his side of the bodyvhich presumably means thedt side. The entries for
red andbloodavoid this kind of direct self-reference by instead refemeg each other
in their definitions. Such circularity is, of course, inhetran all dictionary definitions;
these examples are just extreme cases. For humans, suigls endr still useful since
the user of the dictionary has sufficient grasp of these dérers to make the entry in
question sensible.

For computational purposes, one approach to defining a sensenake use of
a similar approach to these dictionary definitions; defirarggnse via its relationship
with other senses. For example, the above definitions malteat thatright andleft
are similar kinds of lemmas that stand in some kind of altéonaor opposition, to one
another. Similarly, we can glean thad s a color, it can be applied to bottloodand
rubies and thabloodis aliquid. Sense relation®f this sort are embodied in on-line
databases lik&VordNet. Given a sufficiently large database of such relations, many
applications are quite capable of performing sophistatatamantic tasks (even if they
do notreally know their right from their left).

A second computational approach to meaning representiatimncreate a small
finite set of semantic primitives, atomic units of meaningd ¢hen create each sense
definition out of these primitives. This approach is esggc@mmmon when defining
aspects of the meaning efentssuch asemantic roles

We will explore both of these approaches to meaning in thaptd. In the next
section we introduce various relations between sensdswid by a discussion of
WordNet, a sense relation resource. We then introduce a euofilmeaning represen-
tation approaches based on semantic primitives such assiemaes.

19.2 RELATIONS BETWEEN SENSES

This section explores some of the relations that hold amarg senses, focusing on a
few that have received significant computational invesitga synonymy, antonymy,
andhypernymy, as well as a brief mention of other relations likeronymy.

19.2.1 Synonymy and Antonymy

When the meaning of two senses of two different words (lemraas identical or
SYNONYM nearly identical we say the two senses&rgonyms Synonyms include such pairs as:

couch/sofa vomit/throw up filbert/hazelnut car/automebil

A more formal definition of synonymy (between words rathertlsenses) is that
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two words are synonymous if they are substitutable one ®wother in any sentence
without changing the truth conditions of the sentence. Wero$ay in this case that
PROPOSITIONAL  the two words have the sarpeopositional meaning

While substitutions between some pairs of words tisgautomobileor waterH,O
are truth-preserving, the words are still not identical ieaming. Indeed, probably no
two words are absolutely identical in meaning, and if we defiygnonymy as identical
meanings and connotations in all contexts, there are piploababsolute synonyms.
Many other facets of meaning that distinguish these worelgaportant besides propo-
sitional meaning. For examplé,;O is used in scientific contexts, and would be inap-
propriate in a hiking guide; this difference in genre is pdithe meaning of the word.
In practice the worédynonymis therefore commonly used to describe a relationship of
approximate or rough synonymy.

Instead of talking about twavordsbeing synonyms, in this chapter we will define
synonymy (and other relations like hyponymy and meronynsya aelation between
senses rather than between words. We can see the usefultt@ssy considering the
wordsbig andlarge. These may seem to be synonyms in the following ATIS sentence
in the sense that we could swhjg andlarge in either sentence and retain the same
meaning:

(19.15)  How big is that plane?
(19.16)  Would | be flying on a large or small plane?

But note the following WSJ sentence where we cannot substitrge for big:

(19.17)  Miss Nelson, for instance, became a kind of big sister to Mas Tassel's son,
Benjamin.

(19.18)  ?Miss Nelson, for instance, became a kind of large sisterra Man Tassel's son,
Benjamin.

That is because the wotilg has a sense that means being older, or grown up, while
large lacks this sense. Thus it will be convenient to say that soemses obig and
large are (nearly) synonymous while other ones are not.

ANTONYM Synonyms are words with identical or similar meaningstonyms, by contrast,
are words with opposite meaning such as the following:

long/short big/little fast/slow cold/hot dark/light
rise/fall  up/down in/out

It is difficult to give a formal definition of antonymy. Two sees can be antonyms
if they define a binary opposition, or are at opposite endswiesscale. This is the case
for long/short fast/slow or big/little, which are at opposite ends of thengthor size
scale. Another groups of antonymgéversives which describe some sort of change
or movement in opposite directions, suctrias/fall or up/down

From one perspective, antonyms have very different meangigce they are op-
posite. From another perspective, they have very similaanimgs, since they share
almost all aspects of their meaning except their positioa goale, or their direction.
Thus automatically distinguishing synonyms from antongans be difficult.
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HYPONYM

HYPERNYM

SUPERORDINATE

ONTOLOGY
TAXONOMY

MERONYMY
PART-WHOLE
MERONYM
HOLOYNM

SEMANTIC FIELD

19.2.2 Hyponymy

One sense is Ayponym of another sense if the first sense is more specific, denoting
a subclass of the other. For examplar is a hyponym ofvehicle dogis a hyponym

of animal and mangois a hyponym offruit. Conversely, we say thatehicleis a
hypernym of car, andanimalis a hypernym ofdog It is unfortunate that the two
words (hypernym and hyponym) are very similar and hencdyeesnfused; for this
reason the worduperordinate is often used instead dfypernym.

superordinaté;vehicle fruit  furniture mammal
hyponym |car mango chair dog

We can define hypernymy more formally by saying that the ofles®ted by the
superordinate extensionally includes the class denotdldedlyyponym. Thus the class
of animals includes as members all dogs, and the class ofrg@adtions includes
all walking actions. Hypernymy can also be defined in termsrghilment. Under
this definition, a sensA is a hyponym of a sens® if everything that isA is alsoB
and hence being aA entails being &, or Vx A(x) = B(x). Hyponymy is usually
a transitive relation; if A is a hyponym of B and B is a hyponyfin@ then A is a
hyponym of C.

The concept of hyponymy is closely related to a number ofratbé&ons that play
central roles in computer science, biology, and anthrapoknd computer science.
The termontologyusually refers to a set of distinct objects resulting fronaaalysis of
a domain, omicroworld . A taxonomyis a particular arrangement of the elements of
an ontology into a tree-like class inclusion structure. iNalty, there are a set of well-
formedness constraints on taxonomies that go beyond tbeiponent class inclusion
relations. For example, the lexemtesund mutt andpuppyare all hyponyms oflog,
as aregolden retrieverandpoodle but it would be odd to construct a taxonomy from
all those pairs since the concepts motivating the relatisrdifferent in each case.
Instead, we normally use the wotdxonomy to talk about the hypernymy relation
betweerpoodleanddog by this definitiontaxonomyis a subtype of hypernymy.

19.2.3 Semantic Fields

So far we've seen the relations of synonymy, antonymy, hygary, and hyponymy.
Another very common relation imeronymy, thepart-whole relation. Alegis part of
achair; awheelis part of acar. We say thatvheelis ameronym of car, andcar is a
holoynm of wheel

But there is a more general way to think about sense relatodsword mean-
ing. Where the relations we've defined so far have been birgdayions between two
senses, aemantic fieldis an attempt capture a more integrated, or holistic, watati
ship among entire sets of words from a single domain. Congidefollowing set of
words extracted from the ATIS corpus:

reservation, flight, travel, buy, price, cost, fare, ratewal, plane

We could assert individual lexical relations of hyponynynsnymy, and so on
between many of the words in this list. The resulting set [@tiens does not, however,
add up to a complete account of how these words are relatedy aitte clearly all
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defined with respect to a coherent chunk of common sense hmagkg) information
concerning air travel. Background knowledge of this kind baen studied under a
variety of frameworks and is known variously agrame (Fillmore, 1985),model
(Johnson-Laird, 1983), arcript (Schank and Albelson, 1977), and plays a central role
in a number of computational frameworks.

We will discuss in Sec. 19.4.5 tlgameNetproject (Baker et al., 1998), which is
an attempt to provide a robust computational resource f®kthd of frame knowledge.
In the FrameNet representation, each of the words in thedfiiardefined with respect
to the frame, and shares aspects of meaning with other fraomdsw

19.3 WORDNET: A DATABASE OF LEXICAL RELATIONS

WORDNET

GLOSS

SYNSET

The most commonly used resource for English sense relasdheWordNet lexical
database (Fellbaum, 1998). WordNet consists of three apdatabases, one each
for nouns and verbs, and a third for adjectives and advelbsed class words are not
included in WordNet. Each database consists of a set of lesnezeh one annotated
with a set of senses. The WordNet 3.0 release has 117,098 nbu488 verbs, 22,141
adjectives, and 4,601 adverbs. The average noun has 1.23ssand the average verb
has 2.16 senses. WordNet can be accessed via the web or ddedland accessed
locally.

Parts of a typical lemma entry for the noun and adjediassare shown in Fig. 19.1.
Note that there are 8 senses for the noun and 1 for the adjeetich of which has a
gloss(a dictionary-style definition), a list of synonyms for thense (called aynse},
and sometimes also usage examples (as shown for the adjsetige). Unlike dic-
tionaries, WordNet doesn’t represent pronunciation, sesdt distinguish the pro-
nunciation [b ae s] ibas¢, bass, andbas$ from the other senses which have the
pronunciation [b ey s].

The set of near-synonyms for a WordNet sense is caltgthaet(for synonym sej;
synsets are an important primitive in WordNet. The entrybfagsincludes synsets like
bass, deef, or bas$, bass voick bassd. We can think of a synset as representing
a conceptof the type we discussed in Ch. 17. Thus instead of represpaotincepts
using logical terms, WordNet represents them as a listseoiibrd-senses that can be
used to express the concept. Here's another synset example:

{chump, fish, fool, gull, nmark, patsy, fall guy,
sucker, schlemel, shlemel, soft touch, nug}

The gloss of this synset describes itaaperson who is gullible and easy to take ad-
vantage of Each of the lexical entries included in the synset canefioee, be used
to express this concept. Synsets like this one actuallytitotesthe senses associated
with WordNet entries, and hence it is synsets, not wordfoideramas or individual
senses, that participate in most of the lexical sense oelatn WordNet.

Let’s turn now to these these lexical sense relations, sdméich are illustrated
in Figures 19.2 and 19.3. For example the hyponymy relaiiokigordNet correspond
directly to the notion of immediate hyponymy discussed ogepa. Each synset is
related to its immediately more general and more specifisetgnvia direct hypernym
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The noun “bass” has 8 senses in WordNet.

. bas$ - (the lowest part of the musical range)

. bas$, bass paft- (the lowest part in polyphonic music)

. bas$, bassé - (an adult male singer with the lowest voice)

. sea bass bas$ - (the lean flesh of a saltwater fish of the family Serranidae)

. freshwater badsbass - (any of various North American freshwater fish with

lean flesh (especially of the genus Micropterus))

. bas§, bass voic&, bass8 - (the lowest adult male singing voice)

. bas$ - (the member with the lowest range of a family of musicalrimstents)

8. bas8 - (nontechnical name for any of numerous edible marine and
freshwater spiny-finned fishes)

a b wWDNPE

~N o

The adjective “bass” has 1 sense in WordNet.

1. bas$, deef§ - (having or denoting a low vocal or instrumental range)
"a deep voice”; "a bass voice is lower than a baritone voice”;
"a bass clarinet”

Figure 19.1 A portion of the WordNet 3.0 entry for the nolnass

Relation Also called | Definition Example

Hypernym Superordinate From concepts to superordinates breakfast — meal
Hyponym Subordinate | From concepts to subtypes meal — luncht
Member Meronym Has-Member| From groups to their members faculty’” — professot
Has-Instance From concepts to instances of the con¢epimposet — Bacht
Instance From instances to their concepts Austert — authort
Member Holonym Member-Of | From members to their groups copilott — crewt
Part Meronym Has-Part From wholes to parts table? — leg®

Part Holonym Part-Of From parts to wholes coursé€ — meal
Antonym Opposites leadef — follower*

Figure 19.2  Noun relations in WordNet.

Relation | Definition Example |
Hypernym From events to superordinate events fly® — traveP

Troponym| From a verb (event) to a specific manner elaboration of thet|wealk: — stroll*

Entails From verbs (events) to the verbs (events) they entalil snoré — sleep
Antonym | Opposites increasé <= decreasé

Figure 19.3  Verb relations in WordNet.

and hyponym relations. These relations can be followed adyre longer chains of
more general or more specific synsets. Figure 19.4 showsimymechains fobass
andbass.

In this depiction of hyponymy, successively more generalssys are shown on
successive indented lines. The first chain starts from tmeeaut of a human bass
singer. Its immediate superordinate is a synset correspgiid the generic concept
of a singer. Following this chain leads eventually to cosepch agntertainerand
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Sense 3
bass, basso --
(an adult male singer with the | owest voice)
=> singer, vocalist, vocalizer, vocaliser
=> pusi ci an, instrunmentalist, player
=> perforner, performng artist
=> entertai ner
=> person, individual, soneone...
=> organi sm being
=> |iving thing, aninmate thing,
=> whol e, unit
=> obj ect, physical object
=> physical entity
=> entity
=> causal agent, cause, causal agency
=> physical entity
=> entity

Sense 7
bass --
(the nmenber with the | owest range of a famly of
nmusi cal instrunents)
=> nusi cal instrunment, instrunent
=> device
=> instrunentality, instrumentation
=> artifact, artefact
=> whol e, unit
=> obj ect, physical object
=> physical entity
=> entity

Figure 19.4 Hyponymy chains for two separate senses of the lerhass Note that
the chains are completely distinct, only converging at g abstract levelvhole, unit

person The second chain, which starts from musical instrumerg, dn@aompletely

different chain leading eventually to such concepts as calisistrument, device and

physical object. Both paths do eventually join at the verstedzt synsehole, unit

and then proceed together gatity which is the top (root) of the noun hierarchy (in
unicueseeinver  WordNet this root is generally called thimique beginner).

19.4 EBEVENT PARTICIPANTS: SEMANTIC ROLES AND SELECTIONAL
RESTRICTIONS

An important aspect of lexical meaning has to do with the sgiosiof events. When
we discussed events in Ch. 17, we introduced the importahpeedicate-argument
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structure for representing an event, and in particular #eeaf Davidsonian reification
of events which let us represent each participant distiochfthe event itself. We turn
in this section to representing the meaning of these guaricipants We introduce
two kinds of semantic constraints on the arguments of evedlipatessemantic roles
andselectional restrictions starting with a particular model of semantic roles called
thematic roles
19.4.1 Thematic Roles
Consider how we represented the meaning of arguments in Thor sentences like
these:

(19.19) Sasha broke the window.
(19.20)  Pat opened the door.

DEEP ROLES

THEMATIC ROLE
AGENTS

THEME

A neo-Davidsonian event representation of these two seasewould be the fol-
lowing:

Je,x,y Isa(e,Breaking A Breakefe, Sasha
ABrokenThinge,y) A Isa(y,Window)

Jde x,y Isa(e,Opening A Openefe, Pat)
AOpenedT hingg,y) A Isa(y, Door)

In this representation, the roles of the subjects of the srbrbak and openare
BreakerandOpenerrespectively. Thesdeep rolesare specific to each possible kind
of event;Breakingevents havBreakers Openingevents hav®penersEatingevents
haveEaters and so on.

If we are going to be able to answer questions, perform infegs, or do any further
kinds of natural language understanding of these eventd, veed to know a little
more about the semantics of these argumeBtsakersandOpenershave something
in common. They are both volitional actors, often animanel they have direct causal
responsibility for their events.

Thematic roles are one attempt to capture this semantic commonality betwee
Breakersand Eaters We say that the subjects of both these verbsagents Thus
AGENT is the thematic role which represents an abstract idea sueblidional causa-
tion. Similarly, the direct objects of both these verbs BiekenThingandOpenedThing
are both prototypically inanimate objects which are a#déh some way by the action.
The thematic role for these participantsieme

Thematic roles are one of the oldest linguistic models, pseg first by the Indian
grammarian Panini sometime between the 7th and 4th cestBfi&. Their modern
formulation is due to Fillmore (1968) and Gruber (1965).hélagh there is no univer-
sally agreed-upon set of thematic roles, Figures 19.5 am®l @@sent a list of some
thematic roles which have been used in various computdtpaers, together with
rough definitions and examples.
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Thematic Role Definition
AGENT The volitional causer of an event
EXPERIENCER The experiencer of an event
FORCE The non-volitional causer of the event
THEME The participant most directly affected by an event
RESULT The end product of an event
CONTENT The proposition or content of a propositional event
INSTRUMENT An instrument used in an event
BENEFICIARY The beneficiary of an event
SOURCE The origin of the object of a transfer event
GOAL The destination of an object of a transfer event

(19.21)

Figure 19.5 Some commonly-used thematic roles with their definitions.

Thematic Rolg Example

AGENT The waiterspilled the soup.

EXPERIENCER Johnhas a headache.

FORCE The windblows debris from the mall into our yards.

THEME Only after Benjamin Franklin brokie ice..

RESULT The French government has builtegyulation-size baseball dj-
amond..

CONTENT Mona askedYou met Mary Ann at a supermarket”?

INSTRUMENT He turned to poaching catfish, stunning theiith a shocking
device..

BENEFICIARY Whenever Ann Callahan makes hotel reservatfonker boss.

SOURCE | flew in from Boston

GOAL | droveto Portland

Figure 19.6 Some prototypical examples of various thematic roles.

19.4.2 Diathesis Alternations

The main reason computational systems use thematic roldsemantic roles in gen-
eral, is to act as a shallow semantic language that can letalte simple inferences
that aren’t possible from the pure surface string of wordgwen the parse tree. For
example, if a document says tl@dmpany A acquired Company Be’d like to know
that this answers the queWas Company B acquired@espite the fact that the two
sentences have very different surface syntax. Simildnlg, ¢hallow semantics might
act as a useful intermediate language in machine translatio

Thus thematic roles are used in helping us generalize offereiit surface real-
izations of predicate arguments. For example whileAheNT is often realized as the
subject of the sentence, in other casestheME can be the subject. Consider these
possible realizations of the thematic arguments of the liezhk

John broke the window.
AGENT THEME
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(19.22) John broke the windowvith a rock.

AGENT THEME INSTRUMENT
(19.23) The rock broke the door.
INSTRUMENT THEME
(19.24)  The windowbroke.
THEME
(19.25)  The windowwas broken by John.
THEME AGENT

The examples above suggest thiakhas (at least) the possible argumest&NT,
THEME, andINSTRUMENT. The set of thematic role arguments taken by a verb is of-
tHematicaro  ten called thehematic grid, 6-grid, or case frame We can also notice that there
caseFraME  are (among others) the following possibilities for the iztion of these arguments of
break
AGENT:Subject,THEME:Object
AGENT:Subject,THEME:Object ,INSTRUMENT:PRjith
INSTRUMENT:Subject,THEME:Object
e THEME:Subject

It turns out that many verbs allow their thematic roles to éalized in various
syntactic positions. For example, verbs ligive can realize theeHEME and GOAL
arguments in two different ways:

(19.26) a. Doris gave the booko Cary.

AGENT THEME GOAL
b. Doris gave Carythe book.
AGENT GOAL THEME

These multiple argument structure realizations (the faatitireakcan takeAGENT,
INSTRUMENT, or THEME as subject, angjive can realize itSTHEME and GOAL in
verB ALTERNATIONS  either order) are callederb alternations or diathesis alternations The alternation
ATeaiHESR - we showed abowvgive, thedative alternation, seems to occur with particular semantic
paTvE ALTERNATION  classes of verbs, including “verbs of future havingtiyance allocate offer, ows),
“send verbs” forward, hand mail), “verbs of throwing” kick, pass throw), and so
on. Levin (1993) is a reference book which lists for a largeafe€English verbs the
semantic classes they belong to and the various altermsatia they participate in.
These lists of verb classes have been incorporated intortlieeaesource VerbNet
(Kipper et al., 2000).

19.4.3 Problems with Thematic Roles

Representing meaning at the thematic role level seemg Bkeuld be useful in dealing
with complications like diathesis alternations. But désphis potential benefit, it has
proved very difficult to come up with a standard set of rolew] equally difficult to
produce a formal definition of roles likeGENT, THEME, Or INSTRUMENT.

For example, researchers attempting to define role setsfirfittthey need to frag-
ment a role likeAGENT or THEME into many specific roles. Levin and Rappaport Ho-
vav (2005) summarizes a number of such cases, such as tiledfeecseem to be at least
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(19.28)
(19.29)
(19.30)
(19.32)

GENERALIZED
SEMANTIC ROLES

PROTO-AGENT
PROTO-PATIENT

PROPBANK

two kinds ofINSTRUMENTS, intermediaryinstruments that can appear as subjects and
enablinginstruments that cannot:

The cook opened the jar with the new gadget.
The new gadget opened the jar.

Shelly ate the sliced banana with a fork.

*The fork ate the sliced banana.

In addition to the fragmentation problem, there are casesewve'd like to reason
about and generalize across semantic roles, but the fisiteaté lists of roles don't let
us do this.

Finally, it has proved very difficult to formally define thensantic roles. Consider
the AGENT role; most cases ofGENTS are animate, volitional, sentient, causal, but
any individual noun phrase might not exhibit all of thesepandies.

These problems have led most research to alternative mafdsgisnantic roles. One
such model is based on definiggneralized semantic roleshat abstract over the spe-
cific thematic roles. For examplROTO-AGENT andPROTO-PATIENT are generalized
roles that express roughly agent-like and roughly patiéetmeanings. These roles
are defined, not by necessary and sufficient conditions dblér by a set of heuristic
features that accompany more agent-like or more patikatsieanings. Thus the more
an argument displays agent-like properties (intentitypalblitionality, causality, etc)
the greater likelihood the argument can be labelegd@ro-AGENT. The more patient-
like properties (undergoing change of state, causallycadteby another participant,
stationary relative to other participants, etc), the greliitelihood the argument can be
labeled &?ROTO-PATIENT.

In addition to using proto-roles, many computational medsloid the problems
with thematic roles by defining semantic roles that are $jgetoi a particular verb, or
specific to a particular set of verbs or nouns.

In the next two sections we will describe two commonly usedckd resources
which make use of some of these alternative versions of séenahes. PropBank
uses both proto-roles and verb-specific semantic rélemneNetuses frame-specific
semantic roles.

19.4.4 The Proposition Bank

The Proposition Bank, generally referred to aBropBank, is a resource of sentences
annotated with semantic roles. The English PropBank ladlethe sentences in the
Penn TreeBank; there is also a Chinese PropBank which labetences in the Penn
Chinese TreeBank. Because of the difficulty of defining a ersal set of thematic
roles, the semantic roles in PropBank are defined with régpean individual verb
sense. Each sense of each verb thus has a specific set ofwhbiek,are given only
numbers rather than name&rg0, Argl Arg2, and so on. In generafrg0 is used
to represent theROTO-AGENT, andArgl the PROTO-PATIENT; the semantics of the
other roles are specific to each verb sense. Thuath2 of one verb is likely to have
nothing in common with thérg2 of another verb.

Here are some slightly simplified PropBank entries for omsseach of the verbs
agreeandfall; the definitions for each role (“Other entity agreeing”, ‘et fallen”)
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(19.33)

(19.34)

(19.35)

(19.36)
(19.37)
(19.38)

(19.39)

are informal glosses intended to be read by humans, ratherftiimal definitions of
the role.

Framesetgree.0l

ArgO0:
Argl:
Arg2:
Ex1:

Ex2:

Agreer

Proposition

Other entity agreeing

[argo The groupjagreed[arg; it wouldn't make an offer unless it had
Georgia Gulf’s consent].

[Argm-Tmp Usually] [argo John]agrees| prg2 With Mary] [arg1 On ev-
erything].

fall.01 “move downward”

Argl:
Arg2:
Arg3:
Arg4:

Logical subject, patient, thing falling
Extent, amount fallen

start point

end point, end state of arg1

ArgM-LOC: medium

Ex1:
Ex1:

[arg1 Salesfell [arg4 to $251.2 million] [arg3 from $278.7 million].

[arg1 The average junk bond@ll [arg2 by 4.2%] [argm-Tmp in Octo-
ber].

Note that there is no Arg0 role fdall, because the normal subject fall is a
PROTO-PATIENT.

The PropBank semantic roles can be useful in recoverindosihaemantic infor-
mation about verbal arguments. Consider the veckease

increase.01'go up incrementally”

ArgO:
Argl:
Arg2:
Arg3:
Arg4:

causer of increase

thing increasing

amount increased by, EXT, or MNR
start point

end point

A PropBank semantic role labeling would allow us to infer tioenmonality in the
event structures of the following three examples, showlrag in each casBig Fruit
Co.is theAGENT, andthe price of bananais theTHEME, despite the differing surface

forms.

[Argo Big Fruit Co. ] increasedd 41 the price of bananas].
[Argl The price of bananas] was increased agg}@d by Big Fruit Co. ]
[arg1 The price of bananas] increasegd, 5%].

19.4.5 FrameNet

While making inferences about the semantic commonalitesss different sentences

with increaseis useful, it would be even more useful if we could make suéérances

in many more situations, across different verbs, and alsed®en verbs and nouns.
For example, we'd like to extract the similarity betweensta¢hree sentences:

[arg1 The price of bananas] increasegd, 5%].
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(19.40)
(19.41)

FRAMENET

FRAME
FRAME ELEMENTS

(19.42)
(19.43)
(19.44)

[arg1 The price of bananas] rosg g, 5%].
There has been aA[gz 5%] rise [Argl in the price of bananas].

Note that the second example uses the different visd) and the third example
uses the noun rather than the veide. We'd like a system to recognize thie price
of bananass what went up, and th&% is the amount it went up, no matter whether
the5% appears as the object of the vémbreasedr as a nominal modifier of the noun
rise.

TheFrameNetproject is another semantic role labeling project thanapts to ad-
dress just these kinds of problems (Baker et al., 1998; Lawé,€1997; Ruppenhofer
et al., 2006). Where roles in the PropBank project are speaifan individual verb,
roles in the FrameNet project are specific trame. A frame is a script-like struc-
ture, which instantiates a set of frame-specific semantésrcalledframe elements
Each word evokes a frame and profiles some aspect of the fradhi¢gseelements. For
example, thehangeposition_on_a scaleframe is defined as follows:

This frame consists of words that indicate the change ofean’# position
on a scale (the Attribute) from a starting point (Initialue) to an end
point (Finalvalue).

Some of the semantic roles (frame elements) in the frameratg intocore roles
andnon-core roles are defined as follows (definitions are taken from the FraeteN
labelers guide (Ruppenhofer et al., 2006)).

Core Roles

ATTRIBUTE The ATTRIBUTE is a scalar property that the#m possesses.

DIFFERENCE  The distance by which antEm changes its position on the
scale.

FINAL _STATE A description that presents thedm’s state after the change in
the ATTRIBUTE’S value as an independent predication.

FINAL _vALUE  The position on the scale where the Item ends up.

INITIAL _STATE A description that presents th&HM’s state before the change
in the ATTRIBUTE's value as an independent predication.

INITIAL _VALUE The initial position on the scale from which th&gm moves
away.

ITEM The entity that has a position on the scale.

VALUE_RANGE A portion of the scale, typically identified by its end points
along which the values of theTARIBUTE fluctuate.

Some Non-Core Roles

DURATION The length of time over which the change takes place.
SPEED The rate of change of theAVUE.
GROUP The GrRoOUP in which an ITEM changes the value of anTA

TRIBUTE in a specified way.

Here are some example sentences:

[item Oil] rose[arrrigute iN Price] in price prrerencePy 2%].
[iTem It] hasincreased gjyaL _state tO having them 1 day a month].
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(19.45)  [|1em Colon cancer incidencégll [pererenceRY 50%] [group @mong men].
(19.46)  asteadyncrease [y riaL vaLue from 9.5] [FinaL vaLue 0 14.3] [rgm in

dividends]

Note from these example sentences that the frame includgst taords likerise,
fall, andincrease In fact, the complete frame consists of the following words

VERBS: dwindle move soar escalation shift

advance edge mushroom swell explosion tumble

climb explode plummet swing fall

decline fall reach triple fluctuatioPADVERBS:

decrease fluctuate rise tumble  gain increasingly

diminish gain rocket growth

dip grow shift NOUNS: hike

double increase skyrocket decline increase

drop jump slide decrease rise

FrameNet also codes relationships between frames and él@aments. Frames can
inherit from each other, and generalizations among framments in different frames
can be captured by inheritance as well. Other relations dextvirames like causa-
tion are also represented. Thus there Gaaisechangeof_position_on_a_scaleframe
which is linked to theChange of_position_on_a _scaleframe by thecauserelation, but
adds an &ENT role and is used for causative examples such as the following

(19.48)  [acenT Theylraised[|gy the price of their sodald,ererencebY 2%].

Together, these two frames would allow an understandingesy$o extract the
common event semantics of all the verbal and nominal cargsatid non-causative
usages.

Ch. 20 will discuss automatic methods for extracting vesi&inds of semantic
roles; indeed one main goal of PropBank and FrameNet is tagedraining data for
such semantic role labeling algorithms.

19.4.6 Selectional Restrictions
Semantic roles gave us a way to express some of the semahéinsaogument in its
relation to the predicate. In this section we turn to anotirey to express semantic
constraints on arguments. gelectional restrictionis a kind of semantic type con-
straint that a verb imposes on the kind of concepts that owed to fill its argument
roles. Consider the two meanings associated with the fatigwxample:

(19.49) | wantto eat someplace that’s closets!.

There are two possible parses and semantic interpretgtiorikis sentence. In the
sensible interpretatio@atis intransitive and the phrasemeplace that's close tasi
is an adjunct that gives the location of the eating eventhéntonsensicapeaker-as-
Godzillainterpretationgatis transitive and the phrasemeplace that's close tasi
is the direct object and theHEME of the eating, like the NMMalaysian foodin the
following sentences:

(19.50) | want to eat Malaysian food.
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SELECTIONAL
RESTRICTION

(19.53)
(19.54)

(19.55)

How do we know thasomeplace that's close tasi isn’t the direct object in this
sentence? One useful cue is the semantic fact that{Ee e of EATING events tends
to be something that iedible This restriction placed by the vedaton the filler of
its THEME argument, is called aelectional restriction A selectional restriction is a
constraint on the semantic type of some argument.

Selectional restrictions are associated with senses ntiot éexemes. We can see
this in the following examples of the lexerserve

(19.51)  Well, there was the time they served green-lipped mussats tew
Zealand.
(19.52)  Which airlines serve Denver?

Example (19.51) illustrates the cooking sensesafve which ordinarily restricts its
THEME to be some kind foodstuff. Example (19.52) illustrates pihevides a com-
mercial service tsense ofkerve which constrains itsHEME to be some type of ap-
propriate location. We will see in Ch. 20 that the fact thd¢skonal restrictions are
associated with senses can be used as a cue to help in woeddsssarmbiguation.
Selectional restrictions vary widely in their specificitfote in the following ex-
amples that the verimagineimpose strict requirements on USENT role (restricting
it to humans and other animate entities) but places very &masitic requirements on
its THEME role. A verb likediagonalize on the other hand, places a very specific con-
straint on the filler of itsTHEME role: it has to be a matrix, while the arguments of the
adjectivedorlessare restricted to concepts that could possess an odor.

In rehearsal, | often ask the musicians to imagine a tenmsega
| cannot even imagine what this lady does all day. Radon igwrally occurring
odorless gas that can’t be detected by human senses.

To diagonalize a matrix is to find its eigenvalues.

These examples illustrate that the set of concepts we neegtesent selectional
restrictions (being a matrix, being able to possess an @di€r,is quite open-ended.
This distinguishes selectional restrictions from othextdiees for representing lexical
knowledge, like parts-of-speech, which are quite limitedumber.

Representing Selectional Restrictions

One way to capture the semantics of selectional restrigtisno use and extend the
event representation of Ch. 17. Recall that the neo-Damidsarepresentation of an
event consists of a single variable that stands for the g@eptedicate denoting the
kind of event, and variables and relations for the eventstolgnoring the issue of
the A-structures, and using thematic roles rather than deep evls, the semantic
contribution of a verb likeeatmight look like the following:

Jde x,y Eatingle) A Agente,x) A Themée,y)

With this representation, all we know abagytthe filler of theTHEME role, is that it
is associated with aRatingevent via theThemerelation. To stipulate the selectional
restriction thaty must be something edible, we simply add a new term to thatteffe

Jde x,y Eatingle) A Agente,x) A Themée,y) A Isa(y, EdibleThing
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Sense 1
hanmbur ger, beefburger --
(a fried cake of minced beef served on a bun)
=> sandwi ch
=> snack food
=> di sh
=> nutrinment, nourishnent, nutrition...
=> food, nutrient
=> subst ance
=> matter
=> physical entity
=> entity

Figure 19.7  Evidence from WordNet that hamburgers are edible.

When a phrase likate a hamburgeis encountered, a semantic analyzer can form the
following kind of representation:

Je x,y Eatingle) A Eater(e,x) A Themée,y) A Isa(y, EdibleThing
Alsa(y,Hamburge)

This representation is perfectly reasonable since the raeship ofy in the category
Hamburgeris consistent with its membership in the categidibleThing assuming a
reasonable set of facts in the knowledge base. Correspgligdine representation for

a phrase such aste a takeofivould be ill-formed because membership in an event-
like category such a$akeoffwould be inconsistent with membership in the category
EdibleThing

While this approach adequately captures the semanticdexftemal restrictions,
there are two practical problems with its direct use. Fiusing ForPcto perform
the simple task of enforcing selectional restrictions isr&ill. There are far simpler
formalisms that can do the job with far less computationat.cdhe second problem
is that this approach presupposes a large logical knowledge of facts about the
concepts that make up selectional restrictions. Unfotilpaalthough such common
sense knowledge-bases are being developed, none curhewttythe kind of scope
necessary to the task.

A more practical approach is to state selectional restristin terms of WordNet
synsets, rather than logical concepts. Each predicatdyssppcifies a WordNet synset
as the selectional restriction on each of its arguments. Animg representation is
well-formed if the role filler word is a hyponym (subordinpté this synset.

For ourate a hamburgeexample, for example, we could set the selectional restric-
tion on theTHEME role of the verbeatto the synse{food, nutrient}, glossed asny
substance that can be metabolized by an animal to give em@dpuild tissuelLuck-
ily, the chain of hypernyms fdnamburgershown in Fig. 19.7 reveals that hamburgers
are indeed food. Again, the filler of a role need not match éistriction synset exactly,
it just needs to have the synset as one of its superordinates.

We can apply this approach to tlieiEME roles of the verbsmagine lift anddi-
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agonalize discussed earlier. Let us restrintaginés THEME to the synsefentity},
lift’s THEME to {physical entit} anddiagonalizeto {matrix}. This arrangement cor-
rectly permitsimagine a hamburgeandlift a hamburger while also correctly ruling
outdiagonalize a hamburger

Of course WordNet is unlikely to have the exactly relevamisgts to specify selec-
tional restrictions for all possible words of English; atkexonomies may also be used.
In addition, it is possible to learn selectional restrins@utomatically from corpora.

We will return to selectional restrictions in Ch. 20 whereinteoduce the extension
to selectional preferenceswhere a predicate can place probabilistic preferencksrrat
than strict deterministic constraints on its arguments.

19.5 RRIMITIVE DECOMPOSITION

SEMANTIC
FEATURES

(19.56)
(19.57)

(19.58)

(19.59)

Back at the beginning of the chapter, we said that one way fifiidg a word is to
decompose its meaning into a set of primitive semantics efesnor features. We
saw one aspect of this method in our discussion of finite tifsthkematic roles (agent,
patient, instrument, etc). We turn now to a brief discussibnow this kind of model,
called primitive decomposition, or componential analysis could be applied to the
meanings of all words. Wierzbicka (1992, 1996) shows thigtapproach dates back
at least to continental philosophers like Descartes anolriiei

Consider trying to define words likeen rooster, or chick These words have some-
thing in common (they all describe chickens) and somethiffgrént (their age and
sex). This can be represented by ussggnantic features symbols which represent
some sort of primitive meaning:

hen +f emnl e, +chi cken, +adul t
rooster - f emal e, +chi cken, +adult
chick +chi cken, -adult

A number of studies of decompositional semantics, espggamthe computational
literature, have focused on the meaning of verbs. Condidsetexamples for the verb
kill :

Jim killed his philodendron.
Jim did something to cause his philodendron to become na.ali

There is a truth-conditional (‘propositional semantiqgrspective from which these
two sentences have the same meaning. Assuming this equiealee could represent
the meaning okill as:

KILL (X,y) < CAUSE(X, BECOME(NOT(ALIVE (¥))))

thus using semantic primitives lildo, cause become nqgtandalive.

Indeed, one such set of potential semantic primitives haa bised to account for
some of the verbal alternations discussed in Sec. 19.4kd{t,d4965; Dowty, 1979).
Consider the following examples.

John opened the doo# (CAUSE(JohnBECOME(OPEN(dOOT)))))
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(19.60)
(19.61)

CONCEPTUAL
DEPENDENCY

(19.62)

The door openeds (BECOME(OPENdOOF)))

The door is open= (oPENdoor))

The decompositional approach asserts that a single sitatpredicate associated with
openunderlies all of these examples. The differences among #anings of these ex-
amples arises from the combination of this single predigétte the primitivesCAUSE
andBECOME.

While this approach to primitive decomposition can exptamsimilarity between
states and actions, or causative and non-causative preslidsstill relies on having a
very large number of predicates likgpen More radical approaches choose to break
down these predicates as well. One such approach to vessditpte decomposition
is Conceptual DependencycD), a set of ten primitive predicates, shown in Fig. 19.8.

Primitive Definition

ATRANS The abstract transfer of possession or control from onéyantj
another.

PTRANS The physical transfer of an object from one location to aenth

MTRANS The transfer of mental concepts between entities or withip a
entity.

MBUILD The creation of new information within an entity.

PROPEL The application of physical force to move an object.

MoVE The integral movement of a body part by an animal.

INGEST The taking in of a substance by an animal.

EXPEL The expulsion of something from an animal.

SPEAK The action of producing a sound.

ATTEND The action of focusing a sense organ.

Figure 19.8 A set of conceptual dependency primitives.

Below is an example sentence along withdts representation. The vetirought
is translated into the two primitivesTRANS andPTRANSto indicate the fact that the
waiter both physically conveyed the check to Mary and paseattol of it to her. Note
thatcD also associates a fixed set of thematic roles with each [ivand represent the
various participants in the action.

The waiter brought Mary the check.

3x,y Atrangx) A Actor(x, Waiter) A Ob jectx,ChecKk A To(x,Mary)
APtrangly) A Actor(y,Waiter) A Ob ject(y,ChecK A To(y, Mary)

There are also sets of semantic primitives that cover mame jilst simple nouns
and verbs. The following list comes from Wierzbicka (1996):
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substantives: I, YOU, SOMEONE SOMETHING, PEOPLE
mental predicates: THINK,, KNOW, WANT, FEEL, SEE, HEAR

speech: SAY
determiners and quantifiers:HIS, THE SAME, OTHER, ONE, TWO,
MANY (MUCH), ALL , SOME, MORE

actions and events: DO, HAPPEN
evaluators: GOOD, BAD

descriptors: BIG, SMALL

time: WHEN, BEFORE, AFTER
space: WHERE, UNDER, ABOVE,

partonomy and taxonomy: PART (OF), KIND (OF)
movement, existence, life: MOVE, THERE IS, LIVE

metapredicates: NOT, CAN, VERY

interclausal linkers: IF, BECAUSE, LIKE

space: FAR, NEAR, SIDE, INSIDE, HERE
time: A LONG TIME, A SHORT TIME, NOW

imagination and possibilityiF... wouLD, CAN, MAYBE

Because of the difficulty of coming up with a set of primitivagt can represent
all possible kinds of meanings, most current computatitingliistic work does not
use semantic primitives. Instead, most computational vienkis to use the lexical
relations of Sec. 19.2 to define words.

19.6 ADVANCED CONCEPTS METAPHOR

METAPHOR

(19.63)

We use ametaphor when we refer to and reason about a concept or domain us-
ing words and phrases whose meanings come from a compleffdyedt domain.
Metaphor is similar tanetonymy, which we introduced as the use of one aspect of
a concept or entity to refer to other aspects of the entitySén. 19.1 we introduced
metonymies like the following,

Author (Jane Austen wrote Emma~ Works of Author (really love Jane Austén

in which two senses of a polysemous word are systematicayad. In metaphor, by
contrast, there is a systematic relation between two cdelpldifferent domains of
meaning.

Metaphor is pervasive. Consider the following WSJ sentence

(19.64) That doesn’t scare Digital, which has grown to be the wodd'sond-largest
computer maker by poaching customers of IBM’s mid-rangetimess.

The verbscaremeans ‘to cause fear in’, or ‘to cause to lose courage’. Her th
sentence to make sense, it has to be the case that corpsredioexperience emotions
like fear or courage as people do. Of course they don't, buteviinly speak of them
and reason about them as if they do. We can therefore sahthatse okcareis based
on a metaphor that allows us to view a corporation as a pevaach we will refer to
the CORPORATION AS PERSONMetaphor.



Section 19.7.

Summary 23

CONVENTIONAL
METAPHORS

This metaphor is neither novel nor specific to this usesadre Instead, it is a
fairly conventional way to think about companies and mdégahe use ofesuscitate
hemorrhageandmindin the following WSJ examples:

(19.65)  Fuqua Industries Inc. said Triton Group Ltd., a company lip&eé
resuscitate has begun acquiring Fuqua shares.

(19.66)  And Ford washemorrhaging; its losses would hit $1.54 billion in 1980.

(19.67)  Butif it changed itanind, however, it would do so for investment reasons,
the filing said.

Each of these examples reflects an elaborated use of thed@BRORATION AS
PERSONmetaphor. The first two examples extend it to use the notioneadth to
express a corporation’s financial status, while the thiaheple attributes a mind to a
corporation to capture the notion of corporate strategy.

Metaphorical constructs such a®RPORATION AS PERSOMNare known agon-
ventional metaphors Lakoff and Johnson (1980) argue that many if not most of the
metaphorical expressions that we encounter every day atieateal by a relatively
small number of these simple conventional schemas.

19.7 SUMMARY

This chapter has covered a wide range of issues concerrgng¢anings associated
with lexical items. The following are among the highlights:

e Lexical semanticsis the study of the meaning of words, and the systematic
meaning-related connections between words.

e A word senseis the locus of word meaning; definitions and meaning retatio
are defined at the level of the word sense rather than wordfasa whole.

¢ Homonymy is the relation between unrelated senses that share a fdnilg w
polysemyis the relation between related senses that share a form.

e Synonymyholds between different words with the same meaning.

e Hyponymy relations hold between words that are in a class-inclusétation-
ship.

e Semantic fieldsare used to capture semantic connections among groups-of lex
emes drawn from a single domain.

e WordNet is a large database of lexical relations for English words.

e Semantic rolesabstract away from the specifics of deep semantic roles by gen
eralizing over similar roles across classes of verbs.

e Thematic roles are a model of semantic roles based on a single finite list of
roles. Other semantic role models include per-verb semaotes lists and
proto-agent/proto-patient both of which are implemented iRropBank, and
per-frame role lists, implemented FrameNet

e Semanticselectional restrictionsallow words (particularly predicates) to post
constraints on the semantic properties of their argumendsvo
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e Primitive decomposition is another way to represent the meaning of word, in
terms of finite sets of sub-lexical primitives.

BIBLIOGRAPHICAL AND HISTORICAL NOTES

GENERATIVE
LEXICON

QUALIA STRUCTURE

Cruse (2004) is a useful introductory linguistic text oniéek semantics. Levin and
Rappaport Hovav (2005) is a research survey covering argurealization and se-
mantic roles. Lyons (1977) is another classic referencdle€@ns describing com-
putational work on lexical semantics can be found in Pustdjgp and Bergler (1992),
Saint-Dizier and Viegas (1995) and Klavans (1995).

The most comprehensive collection of work concerning Watddan be found in
Fellbaum (1998). There have been many efforts to use egidiitionaries as lexical
resources. One of the earliest was Amsler’s (1980, 1981piee Merriam Webster
dictionary. The machine readable version of Longman’sibizry of Contemporary
English has also been used (Boguraev and Briscoe, 1989)P&&ejovsky (1995),
Pustejovsky and Boguraev (1996), Martin (1986) and Cogesdad Briscoe (1995),
inter alia, for computational approaches to the repretientaf polysemy. Puste-
jovsky’s theory of theGenerative Lexicon and in particular his theory of thgualia
structure of words, is another way of accounting for the dynamic systempolysemy
of words in context.

As we mentioned earlier, thematic roles are one of the ollitegtistic models,
proposed first by the Indian grammarian Panini sometimesdeat the 7th and 4th
centuries BCE. Their modern formulation is due to Fillmdr8g8) and Gruber (1965).
Fillmore’s work had a large and immediate impact on work itura language pro-
cessing, as much early work in language understanding oseelgersion of Fillmore’s
case roles (e.g., Simmons (1973, 1978, 1983)).

Work on selectional restrictions as a way of characterigamantic well-formedness
began with Katz and Fodor (1963). McCawley (1968) was thetbirpoint out that se-
lectional restrictions could not be restricted to a finigt &if semantic features, but had
to be drawn from a larger base of unrestricted world knowdedg

Lehrer (1974) is a classic text on semantic fields. More repapers addressing
this topic can be found in Lehrer and Kittay (1992). Bakerle{198) describe ongo-
ing work on the FrameNet project.

The use of semantic primitives to define word meaning datek tmal eibniz; in
linguistics, the focus on componential analysis in sencantias due to ? (?). See Nida
(1975) for a comprehensive overview of work on componenmtnalysis. Wierzbicka
(1996) has long been a major advocate of the use of primitivisguistic semantics;
Wilks (1975) has made similar arguments for the computatiose of primitives in
machine translation and natural language understandingpth&r prominent effort
has been Jackendoff’s Conceptual Semantics work (1988)18@ich has also been
applied in machine translation (Dorr, 1993, 1992).

Computational approaches to the interpretation of metaptotude convention-
based and reasoning-based approaches. Convention-ipggedehes encode specific
knowledge about a relatively small core set of conventiorgthphors. These represen-



Section 19.7.

Summary 25

tations are then used during understanding to replace oagingewith an appropriate

metaphorical one (Norvig, 1987; Martin, 1990; Hayes andeBa$991; Veale and

Keane, 1992; Jones and McCoy, 1992). Reasoning-basedamhg®eschew repre-
senting metaphoric conventions, instead modeling figegdéinguage processing via
general reasoning ability, such as analogical reasonatfer than as a specifically
language-related phenomenon. (Russell, 1976; Carbd®8R; Gentner, 1983; Fass,
1988, 1991, 1997).

An influential collection of papers on metaphor can be foum@®irtony (1993).
Lakoff and Johnson (1980) is the classic work on conceptaegdphor and metonymy.
Russell (1976) presents one of the earliest computatigmabaches to metaphor. Ad-
ditional early work can be found in DeJong and Waltz (1983)k¥{(1978) and Hobbs
(1979). More recent computational efforts to analyze matagan be found in Fass
(1988, 1991, 1997), Martin (1990), Veale and Keane (199&rslon and Helmreich
(1992), and Chandler (1991). Martin (1996) presents a supfeomputational ap-
proaches to metaphor and other types of figurative language.

STILL NEEDS SOME UPDATES.

EXERCISES

19.1 Collect three definitions of ordinary non-technical Enighigords from a dictio-
nary of your choice that you feel are flawed in some way. Exptihé nature of the
flaw and how it might be remedied.

19.2 Give a detailed account of similarities and differences agnitne following set
of lexemesimitation, synthetigartificial, fake andsimulated

19.3 Examine the entries for these lexemes in WordNet (or sontedary of your
choice). How well does it reflect your analysis?

19.4 The WordNet entry for the noupatlists 6 distinct senses. Cluster these senses
using the definitions of homonymy and polysemy given in thiggter. For any senses
that are polysemous, give an argument as to how the sensexaiesl.

19.5 Assign the various verb arguments in the following WSJ eXemo their ap-
propriate thematic roles using the set of roles shown infeid9.6.

a. The intense heat buckled the highway about three feet.

b. He melted her reserve with a husky-voiced paean to her eyes.

¢. But Mingo, a major Union Pacific shipping center in the 18%@s melted away
to little more than the grain elevator now.

19.6 Using WordNet, describe appropriate selectional restniston the verbdrink,
kiss andwrite.

19.7 Collect a small corpus of examples of the vedbimk, kiss andwrite, and ana-
lyze how well your selectional restrictions worked.

19.8 Consider the following examples from (McCawley, 1968):
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My neighbor is a father of three.
?My buxom neighbor is a father of three.

What does the ill-formedness of the second example implyhow constituents
satisfy, or violate, selectional restrictions?

19.9 Find some articles about business, sports, or politics fronm daily newspaper.
Identify as many uses of conventional metaphors as you cémese articles. How
many of the words used to express these metaphors havesantaigher WordNet or
your favorite dictionary that directly reflect the metaphor

19.10 Consider the following example:

The stock exchange wouldn’t talk publicly, but a spokesnzad a news confer-
ence is set for today to introduce a new technology product.

Assuming that stock exchanges are not the kinds of things#mdliterally talk, give a
sensible account for this phrase in terms of a metaphor avmyaty.

19.11 Choose an English verb that occurs in both FrameNet and RirdpBCom-
pare and contrast the FrameNet and PropBank represestafitine arguments of the
verb.
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