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Hello, computer
Hello, computer
We use computers every day as electronic black boxes that do amazing things by

- collecting,
- storing,
- retrieving, and
- transforming data.
“Many people think of data as numbers alone, but data can also consist of words or stories, colors or sounds, or any type of information that is systematically collected, organized, and analyzed…”

D'Ignazio & Klein, *Data Feminism*, 2020
James Murray compiling the *Oxford English Dictionary*, c. 1928.
Computers only do very basic things.

*Numerical calculations:*
- Add
- Subtract
- ...

*Symbolic manipulations*
- Compare two numbers
- Substitute one string of letters and numbers for another
- ...
But when trillions of these simple operations are arranged in the right order, amazing computations can be carried out:

- forecasting tomorrow’s weather 🌧
- deciding where to drill for oil 🏨
- finding which places a person’s most likely to visit 🚗
- figuring out who would make a great couple 😘😍

...
A long time ago in a galaxy far, far away....
Computer science

From Wikipedia, the free encyclopedia

For other uses, see Computer science (disambiguation).

Computer science is the study of computation, information, and automation. Computer science spans theoretical disciplines (such as algorithms, theory of computation, and information theory) to applied disciplines (including the design and implementation of hardware and software). Though more often considered an academic discipline, computer science is closely related to computer programming.

Algorithms and data structures are central to computer science. The theory of computation concerns abstract models of computation and general classes of problems that can be solved using them. The fields of cryptography and computer security involve studying the means for secure communication and for preventing security vulnerabilities. Computer graphics and computational geometry address the generation of images. Programming language theory considers different ways to describe computational processes, and database theory concerns the management of repositories of data. Human–computer interaction investigates the interfaces through which humans and computers interact, and software engineering focuses on the design and principles behind developing software. Areas such as operating systems, networks and embedded systems investigate the principles and design behind complex systems. Computer architecture describes the construction of computer components and computer-operated equipment. Artificial intelligence and machine learning aim to synthesize goal-orientated processes such as problem-solving, decision-making, environmental adaptation, planning and learning found in humans and animals. Within artificial intelligence, computer vision aims to understand and process image and video data, while natural language processing aims to understand and process textual and linguistic data.

The fundamental concern of computer science is determining what can and cannot be automated. The Turing Award is generally recognized as the highest distinction in computer science.

History

Main article: History of computer science

The earliest foundations of what would become computer science predate the invention of the modern computer. The first computer, called the Difference Engine, was proposed in 1819 by Charles Babbage.
The magic of a computer is its ability to become almost anything you can imagine...
The magic of a computer is its ability to become almost anything you can imagine…

…as long as you can explain *exactly* what that is.
When we program a computer to do something, everything needs to be described precisely.
When computers behave intelligently, it’s because a person used their intelligence to design an intelligent program.
To tell the computer exactly how to behave, we give it instructions using a *programming language*.
github.com/stereoboostrer/programming-languages-genealogical-tree
github.com/stereoboooster/programming-languages-genealogical-tree
There are many programming languages due to

intended use
history
habit
taste
Ancient history (my childhood)
In this course, we’ll be working in two programming languages:
In this course, we’ll be working in two programming languages:
In this course, we’ll be working in two programming languages:
Why join the navy if you can be a pirate?
use context essentials2021
use context essentials2021

circle(30, "solid", "red")
```python
use context essentials2821

>>> include image

>>> circle(30, "solid", "red")

>>> circle(30, "solid", "yellow")
```

Programming as jgordon@vassar.edu.
```python
use context essentials2821

>>> include image

>>> circle(30, "solid", "red")

---

>>> circle(30, "solid", "yellow")

---

>>> above(
    circle(30, "solid", "red"),
    circle(30, "solid", "yellow"))
```
use context essentials2821

circle(30, "solid", "yellow")

above(
circle(30, "solid", "red"),
circle(30, "solid", "yellow"))

above(
  above(
circle(30, "solid", "red"),
circle(30, "solid", "yellow")),
circle(30, "solid", "green"))

...
Drawing pictures this way is fun – but also a lot of typing.

Here’s where things gets interesting:

*We can define new words.*
use context essentials2021

r = circle(30, "solid", "red")
y = circle(30, "solid", "yellow")
g = circle(30, "solid", "green")

>>> above(above(r, y), g)
use context essentials2021

fun traffic-light():
    r = circle(30, "solid", "red")
    y = circle(30, "solid", "yellow")
    g = circle(30, "solid", "green")
    above(above(r, y), g)
end

>>> traffic-light()
In extending the language, the programmer uses the power of functional abstraction to *create new building blocks.*
use context essentials2021

fun traffic-light():
  r = circle(30, "solid", "red")
  y = circle(30, "solid", "yellow")
  g = circle(30, "solid", "green")
  above(above(r, y), g)
end

fun intersection():
  space = square(90, "solid", "transparent")
  beside(beside(traffic-light(), space),
         traffic-light())
end

} intersection()
```python
use context essentials2021

fun traffic-light(size):
    r = circle(size, "solid", "red")
    y = circle(size, "solid", "yellow")
    g = circle(size, "solid", "green")
    above(above(r, y), g)
end

definition intersection():
    space = square(90, "solid", "transparent")
    beside(
        beside(traffic-light(), space),
        traffic-light()
    )
end
```
```
use context essentials2021

fun traffic-light(size):
  r = circle(size, "solid", "red")
  y = circle(size, "solid", "yellow")
  g = circle(size, "solid", "green")
  above(above(r, y), g)
end

fun intersection():
  space = square(90, "solid", "transparent")
  beside(traffic-light(), space),
  beside(traffic-light(), space),
  traffic-light())
end
```
```python
use context essentials2021

fun traffic-light(size):
  r = circle(size, "solid", "red")
  y = circle(size, "solid", "yellow")
  g = circle(size, "solid", "green")
  above(above(r, y), g)
end

fun intersection(size):
  space = square(3 * size, "solid", "transparent")
  beside(beside(traffic-light(size), space),
         traffic-light(size))
end
```

```python
>>> intersection(10)
```

```
```

```python
>>> intersection(50)
```

```
```
What will we do in this course?
1. Identify and organize the data needed to solve a problem  
2. Break a problem down into subproblems that can be solved with computations  
3. Express computations over the data  
4. Test those computations to make sure they’re doing what they’re supposed to
Think about whether it’s a good idea to solve the problem, and how your solution might affect the world around you.
This course teaches skills that will help you both in computer science and beyond.
First half:

Functional programming
Atomic, tabular, and recursive data

Second half:

Imperative programming
Messy real-world data

Pyret
Python
Goals

Apply fundamental data structures to capture the information in a computing problem.

Break down a computing question into smaller, manageable problems.

Write programs to compute answers to questions over fundamental data structures.

Check whether your programs behave as intended/required.
Course information
Class:

Monday & Wednesday, 9–10:15 a.m.
Sanders Classroom 006

Lab:

Friday, 9–11 a.m.
Sanders Classroom 006
Computer Science I:  
Problem-Solving and Abstraction

CMPU-101 §52  
Vassar College, Spring 2024
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Welcome to our course web page. It will be updated throughout the semester with important course information, so check here regularly.

Contact Information

Professor:    Marc Smith  
Office:       Sanders Physics 104.5  
Office Hours: MW 10:30am-12pm and by appointment  
Phone:        845 437 7497  
Email:        msmith (best way to contact me!)

Course Coordinates (when and where)

Lectures:     MW 9-10:15am  
Labs:         F 9-11am  
Classroom:    Sanders Classroom 006
CMPU 101 §52

Computer Science I:
Problem-Solving and Abstraction

Spring 2024

Mon/Wed  9-10:15am  Sanders Classroom 006
Fri      9-11am      Sanders Classroom 006

Professor Smith
https://www.cs.vassar.edu/~mlsmith/cs101/52

Overview

This course introduces fundamental concepts of computer science. Its major goal is to introduce students to the principles of systematic problem-solving through programming. We will explore the art and science of problem-solving using the computer as a tool, writing programs in Pyret – a simple yet powerful student learning language – and Python – a popular language for work across computer science.
Grading

Quiz 1: 10%
Exam 1: 20%
Grading

<table>
<thead>
<tr>
<th>Test</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quiz 1</td>
<td>10%</td>
</tr>
<tr>
<td>Exam 1</td>
<td>20%</td>
</tr>
<tr>
<td>Quiz 2</td>
<td>10%</td>
</tr>
<tr>
<td>Exam 2</td>
<td>20%</td>
</tr>
</tbody>
</table>
Your instructor hasn't released any assignments yet.
Generative AI

Generative AI – such as ChatGPT, Bing Chat, or Anthropic Claude – can be powerful tools to help you in writing and debugging programs. At times during the semester, we may encourage you to try these tools in class and in lab. For this class, you may also use generative AI on your own when you are studying or working on homework assignments.

If you use generative AI while working on a homework assignment, your submission must include a comment acknowledging the use of these tools, and you may be asked to include a transcript showing your interactions. (This will help us to understand both the difficulties students are having in the class and the ways that generative AI can help them!)

Quizzes and exams will be taken in person, on paper, without the use of AI, so be careful that you are using generative AI to help you learn rather than as a way to avoid learning!

Academic integrity

Please read the CS department’s guide to academic integrity. In particular, note that:  

[Link to CS.vassar.edu/integrity]
Vassar CS Student Integrity Guide

This guide is designed to clarify Vassar College's academic integrity policy as it applies to the Computer Science Department. Furthermore, it provides advice on how to best navigate integrity issues in the context of the field, where source code authorship is a central issue.

The goal of our computer science courses is to promote understanding of the field, not competition among students. As such, students are encouraged to discuss class material, ideas, sample exercises, etc., with other students.

However, when it comes to graded work (e.g., programming assignments, programming labs, take-home exams), it is important to know when to collaborate and when to work individually. Taking shortcuts, while seemingly beneficial in the short term, will inevitably backfire later on. Conversely, the challenges of working through a problem will pay off greatly in future courses and postgraduate life, as they will enable students to be more independent in their work.

1. Policy

1.1. Guidelines for individual work

The goal of individual work is to assess the learning of each person in isolation. The guidelines are the following:

1. The work submitted should be solely authored by the person submitting it.
2. Help is to be provided, as needed, by the course's staff (i.e., the instructors, teaching assistants, graders, and, in some cases, the department's
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How to Succeed in CMPU 101 by Really Trying

I want you to be successful in CMPU 101 this semester. “Success” in the course is more than just good grades. It means that you are being challenged to grow as a learner, that you are engaging actively with tasks that feed your growth, and that you are creating excellent work in computer science by completing tasks with an appropriate level of support. It also means that you are building your lifelong learning skills so that once the course is over, you are better and stronger as a learner, both so you can succeed in courses that have CMPU 101 as a prerequisite – and so you can continue to learn new things independently.

This is designated as a quantitative course, satisfying one of Vassar’s requirements for graduation. Like any quantitative course, it will challenge you to think abstractly, analytically, and logically. It’s my sincere hope that you enjoy this class, but the unavoidable truth is that learning computer science takes time, effort, and practice. So.
A Data-Centric Introduction to Computing
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Version 2023-02-21
How do you draw so well?

Practice.

It must be an innate gift...
A gift from God...

It's practice.

I'll never understand how some people are so talented...
A mystery...

Practice.

© Sarah Andersen
“All through our education, we are being taught a kind of reverse mindfulness. A kind of Future Studies where – via the guise of mathematics, or literature, or history, or computer programming, or French – we are being taught to think of a time different to the time we are in. Exam time. Job time. When-we-are-grown-up time.

“To see the act of learning as something not for its own sake but because of what it will get you reduces the wonder of humanity. We are thinking, feeling, art-making, knowledge-hungry, marvelous animals, who understand ourselves and our world through the act of learning. It is an end in itself. It has far more to offer than the things it lets us write on application forms. It is a way to love living right now.”

Matt Haig, Notes on a Nervous Planet
We’ve got a big journey ahead of us. I hope you’re excited!
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